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Physics is like sex. Sure, it

may give some practical re-

sults, but that's not why we

do it.

Richard P. Feynman Preface

The intention of this thesis is to give an overview of the main part of my
work as a PhD student. I had the luck of being able to participate in the
entire process of a nuclear physics experiment. I was involved with the design
phase of the experiment all the way to the �nal stages of preparing the results
obtained for publication. I tried to write this thesis so as to be fairly easy
to follow, ordering the chapters chronologically so the reader can get an idea
of everything that goes into a nuclear physics experiment. Many times what
we see from an experiment is the �nal results, which usually takes years after
the experiment has taken place, not to mention the months or years spent
preparing for that experiment. I hope this thesis to, at the least, provide the
reader with a general understanding of the many steps which are involved in
an experiment and which sometimes may be overlooked. Before discussing
the outline of this work, I want to write a few words regarding the nature of
our work which I have struggled with at times.

When the inevitable question of what one does for a living comes up, my
reply is followed up by one of two responses: �...� or "OK... What is that
for? What are the applications?" If it's the latter (the former implies the
end of the conversation) most of the times I would mention how the work I
do has no immediate practical applications, but that some application may
be derived from work similar to mine sometime in the future. I always felt,
however, that this was a cheap cop-out. After all, that is not why we do it.
In other words, if there were no practical applications in the future, would
basic research be justi�ed?

Only recently have I been able to respond to this question. Many times
I have struggled with thoughts that my work in research had no meaning or
purpose. That it was so speci�c, so specialized, that nothing would come of it.
But of course one has to accept that this specialization into narrow branches
is the result of centuries of advancements in the sciences. Except for very
speci�c cases, gone are the days of men such as Newton and Einstein who
could single-handedly revolutionize an entire �eld of knowledge. The reason
for this is not that there are no more great physicists. Quite the contrary, in
fact. The reason is the enormous progress that has been made in physics, and

xv



nuclear physics in particular. There is such a large amount of accumulated
information that it is rare to see an experimentalist/theoretician, let alone
one who works in other disciplines. However this did not comfort me since
it still did not supply me with a purpose, and so the search continued.

It wasn't until I took a step back to look at the bigger picture did my
outlook on research change. I now see the importance of research as some-
thing which could best be described with the following analogy. Knowledge
is like a puzzle. In order to answer the fundamental questions of physics and
truly comprehend it, we need to solve this puzzle and look at it as a whole.
But it is not that easy. The di�culty is that we have to look for these pieces,
compounded by the fact that we do not even know how many pieces there
are. An experimentalist helps �nd these pieces, and a theoretician will help
�t them together. Sometimes a huge discovery is made and we �nd entire
new sections to the puzzle. We then must �gure out ways to see how this �ts
in with the larger puzzle. I think this analogy holds true for all branches of
physics, as the ultimate goal is to see what this completed puzzle looks like.
This search may take years and years, but the �nished puzzle is the why.

During my time here I have focused my studies on reactions done at the
"Centro de Micro-Análisis de Materiales" (CMAM) at the Universidad Au-
tonoma in Madrid. In 2005, we ran a preliminary experiment at CMAM,
10B(3He, pααα). The experiment was intended to study resonances in 12C,
but because it was the �rst experiment performed at the nuclear physics line,
it mainly served as a preliminary run. I will not go into the details of the
analysis of this experiment since it was repeated in 2008 with much better
results. However, it will serve as a demonstration of the bene�ts gained with
good preparation.

I have organized this work in chronological order so as to facilitate the
understanding of what goes into an experiment. I will start with a brief
introduction of nuclear physics in order to get the reader acquainted with
the subject matter. Although a knowledge of nuclear physics is assumed,
perhaps this could serve as a starting point for a young student, or at least
as a review. Another purpose for the brief outline of nuclear physics is to
provide a basis for the motivation of my work. It is very easy in this line of
work to lose sight of why we do what we do. One becomes so engrossed in
one's work that it is easy to lose sight of the bigger picture. Ultimately the
purpose of the introductory chapter is to ask a question. That is, why do we
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study 12C? What do we want to learn from this nucleus? What can it teach
us? The rest of this thesis is written to answer these questions.

Now that we know what we are after, we must design an experiment to
measure this. That is, how do manage to determine the properties of 12C?
Chapter 2 discusses what goes into the realization of an experiment. The
choice of detectors, the geometry of the detectors, beam energies, electronics
setup, etc. Chapter 2 also discusses preliminary analysis of the data, such as
calibrating the spectra.

After describing the necessary experimental setup and electronics, we
move into the technical details of the analysis procedure in chapter 3. This
chapter deals mainly with what we do with the information gathered in the
experiment. In other words, how we transform the signals given by the
detectors into actual physical events with each particle identi�ed and with a
given momentum and energy. We have Gb of data from the experiment which
needs to be transformed into something which makes physical sense. This,
together with the preliminary analysis, is a very long process, and has proved
very tedious at times (calibration of detectors, segmentation faults...), but
also fun and enlightening at others (the calibration �nally works, the code
compiles...).

Finally I will move on to the results of the analysis. That is, what we
have learned with this experiment. This will be split up into two separate
chapters. The �rst will discuss results obtained on the observation of γ-
decay using charged particle detectors. Chapter 5 is a complete overview on
what it is that we learned from 12C, and will serve as a summary of what
has been learned about each state. I have also included a short discussion
on conclusions and outlook in Chapter 6. Were we able to answer some of
the questions proposed in chapter 1? Since there is always more work to be
done, I conclude by looking at ways we can improve our understanding of
the nucleus in discussion.

You will notice each chapter begins with a quote. I have tried to make
the quote in each chapter deal speci�cally with the content of that chapter.
As for the quote utilized to start out this preface, I feel it captures quite well,
albeit in a very Feyman-esque manner, the love I have acquired for my work
during my years as a PhD student. I do physics not because of any possible
practical results which may arise, but, quite simply, because I enjoy it.
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We are all star stu�.

Carl Sagan 1
Introduction

One could argue that nuclear physics began with the discovery of radioactiv-
ity by Becquerel in 1896 or with the hypothesis of the existence of the nucleus
by Rutherford in 1911. It is clear that these events led to an explosion in
the development of the �eld of nuclear physics. Through experimentation
we have made huge strides in understanding the fundamental properties of
the nucleus, and in the process have introduced the realm of nuclear physics
into the general public. This is evidenced by the presence of nuclear physics
applications in everything from medicine to energy. Needless to say the �eld
of nuclear physics encompasses many di�erent �elds and has slowly been sep-
arated into di�erent branches. It is therefore di�cult to pinpoint one �nal
`goal' of research in the �eld of nuclear physics. Essentially what we want
to understand is how the nucleus works, and why does it work this way;
i.e. what is it about the interaction between nucleons that causes nuclei to
behave di�erently? Is it possible to provide a general explanation to nuclei
which will work for the entire range of nuclei? What are the limits for the
existence of nuclei? Figure 1.1 shows the valley of stability of the nuclear
chart. There are some patterns which can be observed which have lead to
very robust theoretical models. However, there is currently no model that
can explain all of the properties of nuclei for the entire range of isotopes.
Some models have had great success with regards to predicting properties of
heavier nuclei, others for lower mass nuclei, and others for nuclei near the
valley of stability.

In order to test these di�erent models physicists have tended to test the
behavior of nuclei at the extremes, leading to the development of radioactive
nuclear beam facilities throughout the world. These facilities have provided
the exotic beams which allow us to study the spectroscopy of drip-line nuclei
in detail. The drip-line nuclei refer to those nuclei where adding one more
proton (proton drip-line) or adding one more neutron (neutron drip-line)
would result in the nucleus no longer being bound. Di�erent technology has
been employed to produce radioactive beams in only a handful of facilities
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CHAPTER 1. INTRODUCTION

Figure 1.1: Valley of stability in the nuclear chart. In recent years nuclear
physics has been testing the nuclei at the extremes of the nuclear chart, and
have discovered strange phenomena which occur at both the neutron and
proton drip line. The development of radioactive beams has been crucial in
pushing the study of nuclei to the drip-lines. Figure taken from [Uni].
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around the world. These facilities have played a crucial role in the discov-
ery of many exotic phenomena, such as halo nuclei [Tan85] and two-proton
radioactivity [Gio02, Pfu02], and are an essential tool in the �eld of nuclear
astrophysics.

The di�erent RNB facilities throughout the world essentially use one of
two techniques to produce radioactive beams: the ISOL technique or in-�ight
scheme. The ISOL type facilities (isotope separation on-line) have low beam
energies (on the order of tens of keV) and usually consist of a high-intensity,
light nuclear beam bombarding a thick heavy target, producing all kinds of
isotopes, which are then chemically extracted and in continuation sent to the
experimental chamber. These beams can be post-accelerated, such as in TRI-
UMF (Vancouver, Canada), REX-ISOLDE (at CERN in Geneva, Switzer-
land), SPIRAL (at GANIL in Caen, France), ORNL (Tennessee, USA), or
ANL (Illinois, USA), to name a few. The in-�ight method generally consists
of fragmentation of the beam, and produces RNBs with high kinetic energies
(hundreds of MeV/nucleon). Examples of in-�ight fragmentation facilities
are GSI (Darmstadt, Germany), RIKEN (Tokyo, Japan), NSCL (Michigan,
USA), and Dubna (Russia). I hope that I convince the reader that although
these RNB facilities are a testament to our advances and play an integral role
in pushing the limits of knowledge, stable beam facilities are by no means
antiquated and can still produce interesting results.

1.1 Current situation

The development of these radioactive nuclear beam facilities has led to many
new interesting physics �ndings in recent years and has opened up the �eld
of nuclear physics. There are many exciting topics which are currently at
the forefront of nuclear physics. These topics range from the study of halo
nuclei at the drip-lines to the search for the heaviest elements, or from the
understanding of reaction rates for nuclear astrophysics to beta-decay studies
beyond the standard model.

Many results which have been obtained in recent years have called for
new theoretical models or at least an improvement on current models. In the
following section I will brie�y discuss some of the most common models used
in nuclear physics. Ultimately this will serve as the motivation for the body
of this work, since 12C, a very well-studied stable nucleus, has properties
which can only be understood using a combination of several models.
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CHAPTER 1. INTRODUCTION

1.1.1 Models

Ideally physicists would be able to learn the properties of any nucleus by
resolving the Hamiltonian from interactions. Unfortunately, as more and
more nucleons are added, this method quickly becomes obsolete even with
today's technology due to the amount of processing time needed. As of now
there are some calculations available for low excitation energy levels in 12C
by using ab-initio models. It is expected that information on higher lying
states in 12C will become available for these models in the coming years, thus
it is crucial to obtain detailed experimental information on excited states in
12C and to understand their decay modes.

Several nuclear models have been proposed to describe nuclear proper-
ties, with varying degrees of success. The shell model, where the nucleons
are grouped in speci�c shells according to the Pauli principle, is successful
in reproducing the magic numbers observed in nuclei and the main part of
stable nuclei. The cluster model, based on the assumption that the alpha
particles is pre-formed inside the nucleus, has played a fundamental role
in describing states with pronounced clusters. Perhaps the most ambitious
type of model are ab-initio models, which attempt to describe nuclei as sys-
tems of nucleons that interact by fundamental interactions, where nucleons
are point-like particles which interact by nucleon-nucleon and three-nucleon
forces. The calculations are in principle exact, yet they depend on input
parameters obtained in experiments (NN and especially NNN forces are not
yet well understood and are derived by �ts to experimental data). The dis-
advantage of the ab-initio model is that adding nucleons factorially increases
the degrees of freedom, and thus becomes impractical beyond mass 12 with
current technology.

At present, the GFMC ab-initio model has so far computed only the
ground state of 12C [Pie05], while although the NCSM has calculated excited
states in 12C, it has been unable to reproduce the 0+ Hoyle state [Nav07].
However it is expected that soon these models will be capable of calculating
excited states in 12C. If this is the case then clearly those involved in these
calculations will need a detailed experimental study of the di�erent excited
states in 12C. With the experiment we have carried out we expect that our
results obtained on general properties of 12C resonances such as re�ned values
of energies and widths for some cases (see Chapter 5 ) and also the values
obtained on matrix elements (see Chapter 4 ) will prove useful when testing
the accuracy of ab-initio models.

4



1.1. CURRENT SITUATION

Figure 1.2: Occupied shells of 12C. An example is shown where a neutron
from the 1p3/2 orbital is excited into the 1p1/2 orbital. This would result in
a state with a spin and parity of 1+ or 2+.

Shell model

The shell model has proved very successful in describing single-particle states
in heavy nuclei. However, it fails at fully describing the structure of 12C. If we
look at the single-particle excitations as predicted by the shell model, there
are some states in 12C which can not be reproduced. Figure 1.2 shows the
�lling of shells in 12C for 6 neutrons and 6 protons. If a pair breaks and there
is an excitation of a nucleon from the 1p3/2 orbital to the 1p1/2 orbital, they
combine to give two possible spin and parity assignments: 3/2−⊗1/2− → 1+

or 2+. Similarly, an excitation to the 1d5/2 will give Jπ of 3/2− ⊗ 5/2+ →
1−,2−,3−, and 4− while an excitation to the 2s1/2 orbital can give 1− and 2−.
If we look at the level scheme of 12C shown in Fig. 1.3, we see some states
which do not �t into any of these possibilities. There is no single-particle
coupling which explain the 0+ state located at 7.65 MeV, or the 4+ state
at 14.08 MeV. The reason for this is that we are treating excitation in 12C
in a purely single-particle manner. But this is a simpli�cation, and there
are other excitations at play, such as those from the collective motion of the
nucleons, as described by the cluster model.

Cluster model

The cluster model has successfully reproduced resonance states in 12C using
fairly simple methods. The theory behind the cluster model is to treat the 12C
nucleus as if it were composed of three alpha particles. The advantage of this
model is that the properties of the alpha particle, such as its nuclear radius
and Coulomb potential, are very well known. In addition the interactions
between alpha particles are well measured and parametrized meaning the 8Be
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Figure 1.3: Level scheme [TUN] of 12C and the excited states of 8Be are given
with respect to the α + α + α break up in 12C to better visualize possible
breakup via excited resonances in 8Be.
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Table 1.1: States of 12C from experiments. The listed states and their prop-
erties are all taken from [Ajz90].

Excitation energy (MeV ± keV) Width (keV) Jπ

0 (g.s.) � 0+

4.44 ± 0.31 (10.8 ± 0.6)×10−6 2+

7.65 ± 0.15 (8.5 ± 1.0)×10−3 0+

9.64 ± 5 34 ± 5 3−

10.3 ± 300 3000 ± 700 (0+)

10.84 ± 16 315 ± 25 1−

11.83 ± 16 260 ± 25 2−

12.71 ± 6 (18.1 ± 2.8)×10−3 1+

13.35 ± 17 375 ± 40 (2−)

14.08 ± 15 258 ± 15 4+

15.11 ± 3 (43.6 ± 1.3)×10−3 1+

16.11 ± 0.7 5.3 ± 0.2 2+

resonances are well understood. For a more detailed look at the application
of the cluster model to the triple-alpha decay of 12C, see [DB87]. This type
of models are continuously improved, and for a recent example see [Alv07a,
Alv07b].

The collective motion associated with a cluster structure will have impli-
cations in the properties of excited states and can be used as a predictive
tool. For example, the the low-lying 2+ state situated at 4.44 MeV and the
4+ state at 14.08 MeV (see Table 1.1 for reference) are known to form part
of the rotational band of the ground state of 12C. We would therefore expect
the energies of these states to follow the following spectrum [Sat80]

E(I) = (~2/2I )[I(I + 1)] (1.1)

where I is the moment of inertia of the nucleus, and I is the spin. We
can now interpret the presence of a low-lying 2+ state as a rotational band
based on the ground state.

We can use similar arguments for other states in 12C. Take for example
the so-called Hoyle state (the prediction of this state by Fred Hoyle is very
interesting and is discussed in greater detail in section 1.2.1 ) situated at 7.65
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MeV with a Jπ of 0+. This state was originally described as a linear chain
of alpha particles [Mor56]. If this were the case then it follows that, as in
the case above, it would have a rotational band, giving rise to a 2+ state
at around 10 MeV, depending on the structure of the Hoyle state. There
was in fact a broad structure around 10 MeV with natural spin and parity
(Section 3.5.1) which was therefore assigned as a 2+ [Mor66]. This lead to
many experiments and theoretical calculations attempting to decipher the
Jπ of this mysterious broad region around 10 MeV with those in support
of a 2+ assignment [Jac73, Ueg79], though there was also those in support
of a 0+ assignment [FSW71]. A 0+ assignment would raise two important
questions. First, what is the structure of the third 0+ state, and does it have
a rotational band built upon it? Secondly, if this broad structure does not
have a spin of 2, then where is the elusive 2+ state? The answer to the latter
may lie in the interpretation of the structure of the Hoyle state. Perhaps
it does not have such a large deformation associated with a linear chain of
alpha particles. Di�erent structures have been proposed for this state [TG70],
which would therefore not require the existence of a 2+ state in that exact
energy region. In fact if the Hoyle state is not a linear chain it could have a
lower moment of inertia, which would result in a higher expected energy of
the 2+ state, as seen by Equation 1.1. However the resonance in that region
was tentatively assigned a spin and parity of 2+ and experimental probes
into the Jπ assignment of this resonance was largely abandoned for several
decades.

In the past decade the debate on the nature of this excited state has
again become active, due in large part to the advances in detectors and in
the availability of radioactive beams. β-decay studies using 12N and 12B
beams have demonstrated the huge improvements made possible by using
highly segmented detectors [Fyn05, Fyn03]. The possibility of multi-particle
detection was fundamental in gaining a much better understanding of the 3α
breakup of the states in 12C. The ability to detect all of the outgoing alpha
particles in coincidence was crucial in determining the spin and parity of
the resonances and provided much cleaner data, since the ability to impose
a three-particle coincidence condition virtually eliminates background (see
Section 2.3.3 ). These β-decay experiments have assigned the resonance
originally proposed by Morinaga [Mor66] as a 2+ to be a 0+ state in the energy
region around 10 MeV [Fyn05, Dig05]. However this did not close the debate
since clearly there must be a 2+ resonance in the vicinity of that region. It
is interesting that 50 years later a candidate for the elusive 2+ excited state
of the Hoyle state is still under debate. There has been much recent work on
the nature of this 2+ state [Toh01, Fun03, YS04, von06, Che07], and some
evidence for a 2+ state has been seen [Ito04, Fre06, Fre07, Fre09, Hyl09a,
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Hyl09b, Hyl10, Dig09] though there is still no consensus on the issue.
The recent work on the search for the elusive 2+ state raises many ques-

tions. Most importantly, where is it? Is there something about the nature
of the 2+ which makes it so di�cult to �nd? If it is found, what energy does
it have, and what does this mean in terms of the nature of the Hoyle state?
How high in spin do the rotational bands extend? In Chapter 5 we will look
at the 12C spectrum in detail and attempt to �nd a candidate for this state
in the region of interest.

1.2 Other interests in 12C

In the previous section I discussed some reasons of why we wish to study
12C. I hope the importance of determining general properties of this nucleus
for ab-initio calculations has become clear. In addition we expect this work
to shine some light on some of the open questions regarding the nature of
some cluster states. It is clear that there is still a surprisingly great deal of
uncertainty regarding the structure of 12C. Yet the importance of 12C extends
far beyond these questions. In fact, a better understanding of 12C, one of the
most abundant nuclei in the universe, is crucial in the formation of heavy
elements in the universe. Understanding the structure of low-lying excited
states in 12C provides crucial information on reaction rates in stars and plays
a very important role in nuclear astrophysics.

1.2.1 Implications in nuclear astrophysics

Heavy elements above mass 5 were �rst thought to be produced at the begin-
ning of time in the big bang along with Hydrogen and Helium, yet up until
about 1950 this theory could not describe elements above mass 4 [Fow84].
This was because of the bottleneck in mass 5 and mass 8 since there are no
stable isotopes with A=5 or A=8. Many physicists tried to give explana-
tions to overcome this "mass gap", and the discussion began about nuclear
processes in the stars. Hans Bethe was the �rst to establish the concept of
nucleosynthesis taking place in the stars [Bet39], proposing the CNO cycle
and the PP chain, but was unsuccessful in explaining the mechanism of 12C
formation in stars.

Yet this discovery brought on another interesting dilemma. It seemed
that the reaction rates in stars for producing 12C calculated using the existing
model would be too slow to account for the observed abundance of 12C, an
element crucial for our existence. This problem stemmed again from the
presence of an unbound nucleus, in this case 8Be which rapidly decays into
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Figure 1.4: Schematic of the triple-α process. Two helium nuclei form an
intermediate 8Be resonance which then quickly captures another helium nu-
cleus forming 12C in an excited states. The excited 12C nucleus can then
de-excite via the emission of gammas or pions forming a stable carbon nu-
cleus.

two alpha particles, thus the only way to produce 12C would be through what
is known as the triple-α process, denoted α + α + α →12C+γ. See Fig. 1.3
for the 12C level scheme relative to the states in 8Be. Because of the high-
density and strong gravitation in hot stars, the triple alpha process could
occur via a two-step process [Sal52]; two alpha particles form a resonance
state in 8Be just above the 2α threshold (the 2α threshold is 0.09 MeV below
the 8Be ground state) which then traps a third alpha particle to form 12C∗,
i.e. α + α ↔8Be (τ=1 ×10−16 s), 8Be+α →12C+γ (see Fig. 1.4 ). This is
a valid alternative to the earlier equation provided the lifetime of the 8Be
resonance is longer than the time required for two alpha particles to fuse
[Hoy54]. The e�ect of this resonance in 8Be was to increase the probability
for the 8Be to capture a third α particle before decaying back to two alphas,
thereby increasing the probability of producing 12C. Yet the likelihood of this
process occurring was still not enough to explain the observed abundance of
12C. Finally, in 1953, Fred Hoyle realized that if there were a resonance in
12C just above the triple-α threshold (7.28 MeV), it would greatly increase
the reaction rate in the stars thereby reducing the temperature necessary for
this process to occur. This predicted resonance was determined at the time
to be at an energy of 7.68 MeV [Hoy53, Dun53]. It is known as the Hoyle
state, and is now experimentally determined to have an energy of 7.65 MeV.
For an interesting history of the triple-alpha process see [Sal07].

In 1966, Waggoner et al. studied the reaction 10B(3He, pααα) [Wag66] to
understand the breakup of 12C∗. Yet the quest for learning more about the
reaction rates in stars by studying the triple-alpha process continues today. In
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fact, a recent experiment discussed above which produced excited 12C nuclei
from the β-decay of 12B and 12N [Fyn05], suggests that the currently accepted
measurements on the reaction rates have errors due to interference e�ects
between states of the same parity (0+) and because they �nd no evidence of
a 2+ resonance in this region even though the astrophysical reaction rates
of the triple-α process assume the presence of a 2+ resonance there [Ang99,
DB87]. These �ndings meant that the reaction rates needed to be revised,
and indicated that the reaction rate of 12C at temperatures below 5× 107K
are double that of the previously accepted values (the interference of the
Hoyle state with the broad 10 MeV state was not taken into account in
previous calculations), and that the reaction rate at temperatures above 109K
must also be modi�ed (due to lack of evidence for the assumed 2+ state at
the proposed energy of 9.1 MeV) [Fyn05]. This has an e�ect on both the
formation of primordial stars and the nucleosynthesis of heavy elements in
the explosions of supernovae, which impacts the existing models used to
explain the observed element abundances.

Later work by Buchmann and Barnes [BB06] further suggest that other
resonances in 12C of natural parity may come into play in determining the
triple-α reaction rate at higher temperatures. For example, the 10.84 MeV
resonance in 12C with Jπ=1− is broad enough (Γ= 315 keV [Ajz90]) to in�u-
ence the triple-α reaction rate at high enough temperatures, and is not yet
included in calculations [CF88].

1.2.2 Nuclear structure and theory

The formation of 12C from three alpha particles is very important in under-
standing the synthesis of elements in the universe. Yet studying the breakup
of 12C can also provide information on the decay mechanism involved, such
as whether the 12C∗ decays directly to three alphas or if it decays sequen-
tially, emitting one alpha followed by 8Be∗, which in turn decays into two α
particles (see Fig. 1.3 for the 12C level scheme relative to the states in 8Be).

Sequential decay and direct decay are the two extreme cases of decay
mechanisms which are possible. The sequential decay occurs when an in-
termediate resonance is narrow. The energy of the �rst emitted particle
depends on the energy available between the initial and intermediate state.
Direct decay will occur when no intermediate state is available between the
initial and �nal state. These two cases are illustrated in Fig. 1.5. The inter-
pretation of the data is more di�cult when the intermediate state is broad
and the energy available for the �rst particle is of the order of the width of
the intermediate state. In one speci�c case which will be looked at in more
detail in Section 5.2.3, the same data obtained from the breakup of the 12.71
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Figure 1.5: Picture illustrating possible mechanisms used to describe the
breakup to multi-particle �nal states. On the top is an example of sequential
decay. The breakup will proceed through an intermediate state which has a
narrow width. The �rst emitted particle depends on the di�erence in energy
between the initial and the intermediate state, and the other two of the energy
available after the breakup of this intermediate state. In the middle picture
is illustrated an example of direct decay. Here, the breakup will proceed
democratically because the state of the intermediate nucleus is situated above
the initial state, so that in principle no intermediate state is available if the
state is narrow. This is also valid if the intermediate state is not accessible
due to some nuclear structure feature such as parity violation. In the bottom
case, it is not easy to elucidate the decay mechanism and experimental data
has been �tted to both approaches. This is because the window (width of
the state) of the intermediate nucleus is situated both above and below the
initial state, giving both positive and negative transition energies. Similar
di�culties arise when the initial resonance is broad.

12



1.3. A NOTE ON NUCLEAR RESONANCES

MeV state and has been �tted equally well using both theoretical approaches
[Kor90, BZT74]. Clearly this is not admissible as the physics behind the two
mechanisms are very di�erent. Sequential decay is assumed in all of the res-
onances studied in the reactions, though there exists the possibility of direct
decay for some resonances which will be discussed when appropriate. Section
3.5.1 discusses how one can separate the data between di�erent states in the
intermediate nucleus (8Be).

1.3 A note on nuclear resonances

I have been referring to resonances and excited states in 12C interchangeably
in previous sections and wish to take the time to introduce the concept of
a nuclear resonance in more detail. A nuclear resonance is essentially an
unstable excited state of a nucleus, and is characterized by its energy and
width. The general form of the probability of decay through a resonance
centered at E0 with width Γ is known given by the Breit-Wigner distribution:

w(E) ∝ (Γ/2)2

(E0 − E)2 + (Γ/2)2
(1.2)

where E0 is the resonance energy and Γ is the level width

Γ = 2Plγ
2 (1.3)

and γ is the reduced width. The width of the state is inversely propor-
tional to its lifetime, τ ∝ ~/Γ.

One rather simplistic way of viewing a resonance can be provided with
an example. Suppose you have an alpha particle and you bombard it with
alpha particles. Normally they would not combine because 8Be is unbound.
However, when you are at just the right energy (at resonance), a state will
be formed when the individual wavefunctions of the two alpha particles over-
lap with the wavefunction describing the 8Be nucleus. Simplistically, one
could visualize this as for a given energy, two alpha particles may be slightly
captured by each other and orbit each other. This would correspond to
a resonance, and the lifetime of the resonance could be thought of as the
number of orbits the alpha particle makes around the other alpha particle.
Following with the example of the 8Be nucleus, we can look at the ground
state (resonance) in this unbound nucleus and see that the width is ≈ 5 eV
[Ajz90] at an energy of 92 keV with respect to two alpha particles. We can
estimate the number of orbits an alpha particle will make around the other
with this resonance width. For an alpha particle the circumference is about
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Figure 1.6: The characteristic Breit-Wigner shape for a typical resonance
(red) is compared to the shape which arises when penetrability e�ects are
included (blue with solid green). This example is shown for the Hoyle state
at 7.65 MeV. Note the appearance of the 'ghost' shape at higher energies
when penetrability e�ects are accounted for. The peaks are not normalized.

1×10−14 m, where the radius is calculated from the relation r = r0A
1/3, with

r0 = 1.25× 10−15 m, to be r=1.7 fm. The velocity of the alpha particle is ≈
2 ×106 m/s, so that the time for an alpha particle to make a complete orbit
around the other alpha particle is roughly 5×10−21 s. For Γ=5 eV, this cor-
respond to a lifetime of τ=1.32 ×10−16 s. In other words, with a 5 eV width,
the alpha particle would make on the order of ×106 orbital revolutions. If,
for example, we look at the �rst excited state of 8Be, which has an excitation
energy of 3 MeV and width of 1.5 MeV, we can calculate that this resonance
will only live long enough to make just a few orbits.

Before going on to the next section, I want to mention an important
point about Equation 1.2. Note that the shape described by a Breit-Wigner
resonance is a Lorentzian distribution. This description works well, provided
the width of the resonance is small. However, what would happen if the
width of the resonance is very large with respect to the energy? If this is the
case, then the width of the resonance will be dependent on the energy, and
a more complicated expression must be used. This can occur for very broad
resonances or for resonances which are close to threshold (for example, the
Hoyle state in 12C, which is only 380 keV above the triple-alpha threshold).
Using the Hoyle state as an example, the e�ect on the shape of this resonance
is to increase the intensity at high energies, giving rise to a `ghost' shape, as
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Figure 1.7: Energy of an alpha-particle in the 12C system as a function of
their separation energy. The �gure illustrates the e�ect of the penetrability
on the shape of the Hoyle state in 12C shown in Fig. 1.6. The Hoyle state
as a simple BW is shown to the left in red. α1 has very little kinetic energy
so that its decay probability is hindered by the presence of a large tunneling
radius. Although less probable, α2 has a large kinetic energy, so that the
tunneling probability is greatly enhanced. The overall e�ect this has on the
shape of the resonance is to give rise to a ghost shape, where the cross section
is enhanced at higher energies

seen in Fig. 1.6. This distortion in the peak-shape means that broad states or
states near-threshold can not be fully described by a Lorentzian distribution,
introducing the need for a more sophisticated method to �t such peaks (see
Section 5.3).

One can understand the distortion of the shape of a resonance near thresh-
old in terms of the lifetime of the resonance. The lifetime (and therefore the
width) of the resonance is related to the penetrability of the Coulomb barrier,
which in turn is dependent on the energy. The higher the energy, the easier
it is to overcome the Coulomb barrier, increasing the probability for the res-
onance to breakup, giving rise to ghost peaks in the observed spectra. This
e�ect is shown schematically in Fig. 1.7 for the case of the Hoyle state shown
in Fig. 1.6. The distortion of the Hoyle state at higher energies will make
it di�cult to disentangle the properties of other resonances in the region.
This is one of the main reasons why it has been so di�cult to understand
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the nature of the broad structures seen around 10 MeV in 12C discussed in
Section 1.1.1. One method which has proved successful when applied to 12C
[Fyn09] is the R-matrix method.

The R-matrix method is used primarily to parametrize known experimen-
tal quantities, such as cross sections, using a small number of parameters
[Des00]. The R-matrix method is based on scattering theory and assumes
that the space is divided into two regions: the internal region, where the nu-
clear force takes place, and the external region, where only the Coulomb force
is present. The radius of the internal region is referred to as the R-matrix
radius, denoted by a.

In a simple case of a particle scattering o� a nucleus, at large distances
there is no nuclear interaction and only the Coulomb force arises. As the
incoming wave approaches the nucleus (r=a), it will `feel' the nuclear poten-
tial, which will have an e�ect on the outgoing wave. In the outer region, the
wave function can be described analytically using Coulomb wave functions,
yet in the internal region, the situation is much more complicated and the
wave function must be parametrized in some way. This is where the R-matrix
theory comes in. It provides a parametrization using parameters that can be
interpreted physically in terms of transition matrix elements.

What the R-matrix theory does is that it essentially connects ηl, the
collision matrix which describes the interaction inside the nuclear potential,
with the conditions at the nuclear surface. With this, one can determine the
cross section, which gives the probability of the resonance decay energies, as
will be discussed in Section 5.3.

1.4 Populating excited states in 12C

Before moving on to the next chapter on the experiment used to study 12C,
it is worth pointing out that there are di�erent ways of populating states
in 12C above the triple-alpha threshold, each with its advantages and dis-
advantages. Feeding states in 12C through β-decay is one technique which
has been applied to the study of 12C with great success by our collaboration
[Fyn03, Fyn05, Dig05, Hyl09a, Hyl09b, Hyl10, Dig09]. β-decay studies of
either 12

7 N5 ( Jπ=1+) or 12
5 B7 ( Jπ=1+) are ideal for studying positive parity

states in 12C since they are virtually background free. However the advan-
tages of the β-decay process are also limiting, since the selection rules will
only populate positive parity states below the Qβ value of 12B or 12N.

That is why we have chosen a complementary method to β-decay by
studying the resonances in 12C in a reaction experiment. This will populate
states of much higher excitation energies and also those with negative par-
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ities in 12C. For example, we can study the resonance at 13.35 MeV with a
tentatively assigned spin of Jπ=2−. Since this resonance has negative par-
ity, it is not populated in β-decay experiments with 12N (1+) and 12B (1+).
Another advantage is that because 12C is a stable nucleus, we do not need
a large radioactive beam facility to produce 12C since there are several reac-
tions using stable beams with large Q-values which will reach high excitation
energies in 12C. We are fortunate to have an excellent accelerator facility
near the laboratory, and chose the "Centro de Micro-Análisis de Materiales"
(CMAM) at the Universidad Autonoma in Madrid to carry-out the following
two reactions to produce 12C resonances:

10B + 3He→ p + 12C∗ @ 4.9 MeV

and
11B + 3He→ d + 12C∗ @ 8.5 MeV

The purpose of carrying out two similar reactions is to probe states in
12C is to have complementary results which can be compared to each other
and which can serve as a cross-check to each other. The advantage of using
reactions with light-ions is that the energies in the laboratory frame are
similar to center of mass energies. In addition the high Q-values associated
with these reactions allows one to populate highly excited states in 12C with
very little beam energy. The combined e�ect is that using low beam energies
reduces the kinematical focusing of the reaction, making it easier to detect
the outgoing particles.

There have been recent experiments to study the triple alpha continuum
in 12C using inelastic scattering. Alpha inelastic scattering of 12C(α,α')12C∗

was used to probe states of natural parity in 12C. Natural parity refers to
states where the spin, j, and the parity, π, satisfy π = (-1)j. In these exper-
iments only the angular distribution of the outgoing α particle was used to
determine spin and parities of resonances in 12C [Ito04, Joh03]. Similar to the
studies using β-decay, these alpha inelastic experiments are more selective
in that they only populate states of natural parity since both the α parti-
cle and the 12C nucleus are 0+ nuclei. Therefore alpha inelastic scattering
experiments will not populate all states of interest in 12C.

A reaction using inelastic scattering of carbon of the type 12C(12C,3α')12C
was recently performed [Fre07] to reexamine properties of all resonances in
12C below 15 MeV in excitation energy. This reaction is similar to the re-
actions we have chosen in the sense that it indiscriminately populates reso-
nances in 12C. Proton inelastic scattering experiments will similarly populate
resonances in 12C discriminately. However, the disadvantage in inelastic scat-
tering is that since there is no Q-value, larger beam energies are needed to
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excite states in 12C. This is especially true for proton inelastic scattering
since the center of mass energy available to excite 12C is much lower due to
the low mass of the proton.

Ultimately, the probe used to study 12C resonances depends on what
we want to learn, and the resources available. The goal of this experiment
was to understand the properties of resonances in 12C near the triple-alpha
threshold. A light-ion reaction is ideal since the high Q-value requires little
beam energy so that a local tandem accelerator could be used. The advantage
in carrying out an experiment at a local facility is enormous since the lack of
time constraints means the equipment can be thoroughly tested and there is
time to correct for unforeseen drawbacks. An explanation of the facility and
of the experimental setup is detailed in the following chapter.
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2
Experimental Methods

This chapter focuses on the experimental procedure. There are many factors
that go into an experiment, from the accelerator, the target, the setup, all
the way into the electronics and the logic of the data acquisition system. I
will outline the experimental setup used in the 2008 experiment, though I
include a small section on the 2005 setup to serve as a comparison to the
2008 setup. Unless otherwise stated I discuss the experiment of 2008.

Before delving into the speci�cs of the experiment, such as the accelera-
tor facility, detectors, and electronics, let us look �rst into the preparation
involved. Many questions must be answered before we begin an experiment.
For example, what detectors do we use? How many detectors? How long do
we measure? These questions depend on the which physics parameters are
sought after. Our main goal is to determine the nuclear structure of 12C.
Since we have already decided to study 12C by a reaction, we know that our
goal then is to detect four particles in coincidence. These will either be a
proton or deuteron, depending on the target, and three alpha particles. This
immediately tells us we need some form of particle identi�cation in addi-
tion to a high segmentation setup to detect many particles in coincidence.
Another factor is the energy. By looking at the beam energies and at the
Q-value of the di�erent reactions, we can see that we will have a maximum
energy of protons of up to 20 MeV, and deuterons up to 18 MeV, so that we
must be able to detect particles from hundreds of keV up to 20 MeV.

We now have three important factors we need to design the experiment
around. First, we need to be able to separate particles depending on their
mass and charge. If we want to be able to separate the light ion from the
alpha particles in the reaction, the easiest method is to use a ∆E-E telescope
(see Section 2.3.2). This means we will need a thin detector backed by a
thick detector to stop the energetic protons. For the thin ∆E detector we
used DSSSDs (Double-Sided Silicon Strip Detector) with a thickness of ap-
proximately 60 µm. The second factor is we need enough silicon to be able to
stop up to 20 MeV protons, so we choose an E detector with su�cient thick-
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ness to accomplish this (2.3.3). Finally, we need a setup with enough angular
coverage and high granularity to give us signi�cant four-particle coincidence
events. A DSSSD provides a highly segmented detector in a small area so
that we can detect several particles in coincidence. However one DSSSD will
not provide enough angular coverage to detect all of the particles in coin-
cidence. Ideally we could surround the target with DSSSD detectors, but
adding DSSSDs to a setup increases the channels of electronics, it also be-
comes di�cult to �t the DSSSDs into a compact setup, and they are also
very costly and we do not have too many at our disposal. The number of
∆E-E telescopes was ultimately chosen to be four, as this could provide a
good angular coverage (38% of 4π) in a compact setup. In principle the setup
could involve six telescopes arranged in a cube so as to maximize the angular
coverage. However, in our experiment the detectors were situated on a plane
since placing detectors above or below would give shadowing from the target
and would not greatly increase the e�ciency of detection.

The next question concerns the geometry of the setup. We have four
telescope detectors available for the experiment, and we wanted to optimize
their position so as to maximize detection of four-particle events. If the reac-
tion occurred at rest in the laboratory frame and proceeded through a direct
decay to the available phase space, then the placement of the detectors would
be arbitrary since all particles would be emitted isotropically. However, this
was not the case, and the best method to determine the angular emission of
the particles is by running a Monte Carlo simulation which takes into account
the kinematical focusing at low angles, as well as the non-isotropic decay of
the 12C states. The simulations used in the preparation of the experiment
were also used for the analysis and is discussed in greater detail in Section 3.4.
The light ion (either p or d depending on the reaction) was emitted almost
isotropically, which is expected given the reaction mechanism. The direction
of the alpha particles was largely determined by their available energy, which
depended on the state which was populated in 12C. The lower energy alpha
particles were seen to be emitted at very low angles, while higher energy
alpha particles were more isotropic. The emission of low energy particles at
very forward angles is due to the kinematic focusing from the beam. We
therefore decided to place two telescopes as close to 0 degrees as possible,
while the placement of the other two telescopes was not as important. One
obvious problem we ran into in placing the detectors very close to 0 degrees
was the bombardment of the detectors by Rutherford scattered beam. This
at best gives many triggers and vastly increases dead time, and at worst could
damage the detectors. Therefore the �nal placement of the front detectors
was as close to 0 degrees as possible without damaging the detectors.
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Table 2.1: The open channels for the reaction 3He on 10B at MeV are listed.
The values are taken from http://t2.lanl.gov/data/qtool. The 12C+p channel
is the one of interest in this reaction. The channels of interest are highlighted.

Reaction products Q-Value (MeV)
13N + γ 21.64
12C+ p 19.69

p+ 3α 12.42
8Be+ p+ α 12.33
9B + α 12.14
5Li + 2α 10.45
11B + 2p 3.74
11C + d 3.20
12N + n 1.57
11C + p + n 0.97
10B +3 He 0.00

2.1 Reaction

In 2005 we studied resonances in 12C using the 10B+ 3He→ p+ 12C∗ reaction
at 2.45 MeV. The same reaction was previously studied in 1966 [Wag66] by de-
tecting only two particles in coincidence on an oscilloscope. They determined
many new properties of 12C but were limited by the detector technology and
electronics at the time. By revisiting this reaction we hoped to extract much
more detailed information on these resonances. However the di�culty in
extracting information on a nucleus from a reaction is that a reaction indis-
criminately populates any energetically possible channel. The open channels
from this reaction can be seen in Table 2.1, in which one can see that the
p+12C* channel is just one of many open channels. It therefore becomes dif-
�cult to select the channel of interest among the many possibilities, though
some techniques are discussed in Section 3.3. In any case the preliminary re-
sults obtained in 2005 gave us con�dence that with a proper setup we could
greatly improve upon the current knowledge of 12C resonances.

This is why in 2008, with a new setup with four telescopes, we decided
to study the 10B + 3He → p + 12C∗ reaction, yet this time at 4.9 MeV since
the p+12C* cross section increases at 4.9 MeV. In addition we studied the
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Table 2.2: Some open channels for the reaction 3He on 11B at 8.5 MeV. The
values are taken from http://t2.lanl.gov/data/qtool. The 12C + d channel is
the one of interest in this reaction. The channels of interest are highlighted.

Reaction products Q-Value (MeV)
14N + γ 20.74
13C + p 13.19
12C+ d 10.46
13N + n 10.18
10B + α 9.12
12C + n + p 8.24
6Li + 2α 4.66

d+ 3α 3.19
8Be+ d+ α 3.10
9B + p + α 2.53
9Be + p + α 2.54

n + p + 3α 0.96
8Be + n + p + α 0.87
9B + n + α 0.69
5He + p + 2α 0.07
11B +3 He 0.00
5Li + n + 2α -1.00
11C + t -2.00
12B + 2p -4.35
11B + p + d -5.49
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11B + 3He → d + 12C∗ reaction at 8.5 MeV, since this reaction provides
complementary results and has less background channels with a deuteron
than the former reaction with a proton (Tables 2.2 and 2.1).

In principle increasing the beam energy will increase the probability of
populating the channel of interest since there is more energy available to
overcome the Coulomb barrier, though the cross section is also determined
by other factors. However increasing the beam energy has its negative e�ect.
For example, in the 11B target reaction if the beam energy was increased
higher, then the Rutherford scattered 3He ions would have su�cient energy
to penetrate the ∆-E detector which would have greatly complicated the
particle identi�cation.

2.1.1 Reaction mechanism

The two reactions we are using to populate excited states in 12C are in
principle governed by two di�erent mechanisms. The reaction could be the
result of a direct reaction or from a compound formation. A direct reaction
is a one-step process in which the beam interacts primarily at the surface of
the target nucleus, while a compound reaction is a two-step process which
occurs when the beam and target form a highly excited compound nucleus
which then evaporates o� light particles [Kra88, Sat80].

Compound Formation

When two nuclear systems collide, they may coalesce to form a highly excited
compound system. This compound nucleus will stay fused together long
enough for its excitation energy to be shared by all its constituent nucleons.
If su�cient energy is localized on one nucleon, then it can escape. A general
compound reaction will take the following form:

A+ a→ X∗ → B∗ + b (2.1)

where A is the target, a is the beam, and X* is the highly excited com-
pound nucleus which decays into B* and b. If su�cient excitation energy
remains in B*, further particle emissions can occur. One can visualize this
as if the nucleus is a liquid drop, in which two colliding droplets combine to
form a single compound drop which is excited, or at a high temperature. In
order to cool, the compound drop will evaporate particles.

In this particular experiment, a 3He beam was let to impact onto a target
composed of 10B. To compare to the above formula, we have

10B + 3He→ 13N∗ → 12C∗ + p (2.2)
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Figure 2.1: Illustration of di�erent reaction mechanisms for the 11B + 3He→
12C∗ + d, the 3He reaction. The top �gure shows the two-step indirect re-
action, where a compound nucleus is formed. The bottom shows a direct
reaction, where a proton from the beam is transferred to the target.

As mentioned above, the secondary nucleus, 12C*, can further emit parti-
cles if it is su�ciently excited. This is what was studied by this experiment:
the 12C* breaking up into three alpha particles.

Direct Reaction

Another possibility for the reaction mechanism involved is that the reaction
proceeds as a direct reaction. A direct reaction can also be called a transfer
reaction, since essentially it involves the transfer of a nucleon (or two) from
the projectile to the target. The incoming 3He will interact directly with the
surface nucleons of the target. For example, in the case of the 10B + 3He→
12C∗ + p reaction, the 3He beam could be seen as transferring a deuteron
to the target nucleus. Similarly, in the case of 11B + 3He → 12C∗ + d, the
3He beam could transfer a proton to the target nucleus. Figure 2.1 shows an
example of both a direct and an indirect reaction.

In either case, it is important to determine if there is any di�erence be-
tween a transfer reaction and a compound nucleus formation with respect to
the observables. In other words, does the reaction mechanism have an e�ect
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on the particles which we detect? In principle an indirect reaction such as
a compound formation loses information on the initial nuclei involved, and
the outgoing particles will be emitted isotropically. However, if the reaction
were to proceed from a direct reaction, then one would expect the outgoing
particles to be emitted in the forward direction since these involve the beam
grazing the surface of the target. In reality the situation is more complicated
and both types of reactions will occur. However the angular distributions of
outgoing particles will be a�ected by the reaction mechanism and must be
taken into account when analyzing the data.

2.2 The projectile accelerator

The accelerator at the Centro de Micro-Análisis de Materiales (CMAM) has
been running since November of 2002, yet the experiment discussed in this
paper was the �rst one performed on the nuclear physics line, which our group
designed and built (see the work of Adolfo Sabán [Sab03]). The CMAM ac-
celerator was provided by HVEE and is the �rst Coaxial High Current Tande-
tron Accelerator of 5 MV using the Cockroft-Walton power supply system
[Got02, Eng05]. This 5 MV tandem accelerator feeds several experimental
lines at the CMAM, and provides beams with very well-de�ned energies. See
Fig. 2.2 for a layout of the accelerator hall at the CMAM and the di�erent
beam lines at CMAM.

2.2.1 Accelerator

An advantage of a Cockroft-Walton high voltage system is that it provides
very stable beams, i.e. the beam energy did not �uctuate throughout the ex-
periments. This is because, unlike in Van de Graa� generators, the Cockroft-
Walton system is based on solid state circuits and has no moving parts. A
well de�ned beam energy is important not only to keep the beam at a known
energy, but also that the beam will stay at the same energy over the full ex-
periment (<24 hours). See Fig. 2.3 for a view of the inside of the accelerator
tank. Negative ion beams are �rst accelerated through a vacuum pipe to a
positive terminal located in the center to energies of q * VT , where VT is
the terminal voltage (5 MV maximum) and q is the charge state. The ions
then go through a Nitrogen gas stripper in order to remove electrons and
thus become positively charged, at which point they are further accelerated
to the end of the accelerator by the terminal ground. Therefore when the
beam exits the accelerator it will have an energy of VT (q+1), where q is the
charge state obtained by the stripping.
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Figure 2.2: General layout of the CMAM accelerator hall (courtesy of
[Pas04]). The splitting magnet provides the beam for several di�erent ex-
perimental lines. The beam lines with their corresponding numbers are: (1)
Multi-Purpose, (2) Time-of-Flight, (3) External micro-beam, (4) Environ-
mental studies, (5) Magnetic spectrograph, 6) Nuclear Physics, (7) Ion-beam
Modi�cation of Materials, and (8) Ultra-High Vacuum. The experiment took
place in the nuclear physics beam line, which is operated by the CSIC. See
[Sab03] for more details on the design of the beam line.

Figure 2.3: Layout of the 5 MV accelerator tank at the CMAM [Got02]
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(a) (b)

Figure 2.4: Sketch of the (a) Duoplasmatron ion source and (b) Lithium
charge exchange canal.

2.2.2 Ion-source

The CMAM facility has two di�erent types of ion sources which together can
give almost any element in the periodic table: the Duoplasmatron source
and the negative sputtering ion source. The Duoplasmatron source (Fig.
2.4(a)) is used mainly to produce He ions, and thus the source used for this
experiment. To get a 3He beam, a 3He gas is injected into the plasma where
it is ionized to 3He+. It is then ejected into a Lithium charge exchange
channel (Fig. 2.4(b)) to obtain a negative beam, and accelerated towards
the accelerator terminal. The sputtering ion source is used for basically any
other element in the periodic table.

2.3 Experimental setup

Although I will be focusing on the analysis of the results from the 2008 ex-
periment, I have included some results obtained in the 2005 experiment. The
purpose of this is mostly for comparison, and to demonstrate the superiority
of the results obtained from the 2008 setup. In this section I will �rst de-
scribe the setup used in the 2005 experiment, followed by the description of
the main setup used in 2008. One thing common to both experiments was
the reaction chamber, which can be seen in Fig. 2.5.
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Figure 2.5: Picture of the nuclear physics line at the CMAM in the fore-
ground. The experimental chamber (measuring 30x40x30 cm3) is seen on
the left-hand side of the picture. A remote controlled slit system [RAM] can
also be seen, though Fig. 2.8 shows the slits in better detail.
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2.3.1 2005 experimental setup

The beam used was 3He with an energy of 2.45 MeV and a current of 1.22 nA,
equivalent to 7.65 x 109 ions/s, . This current is by no means the maximum
current achieved by the accelerator. In fact, the current provided by the
accelerator was reduced and optimized by the use of collimators and slits
mentioned below, since too high a current can damage our detectors. The
target of 10B was produced at the Aarhus University. It was enriched to
contain 90% of 10B, the other 10% being 11B (10B is only about 20% of the
natural abundance of Boron; 11B makes up the rest). The thickness of the
target was 17 µg/cm2 on a 12C support of 3 µg/cm2.

The setup for the 2005 experiment consisted in two DSSSD telescopes
(see Fig. 2.6 for a clearer picture of the detector setup used, and Fig 2.7 to
see a general view of the experimental setup); i.e. a DSSSD backed by a thick
silicon PAD detector, useful for di�erentiating between particles of di�erent
mass and charge. These two telescopes were placed facing each other and
were parallel to the beam, so as to better detect back-to-back coincidences
and to avoid Rutherford scattered beam from hitting the detectors.

The di�erent thicknesses of the detectors were not chosen arbitrarily. The
reaction leads to α particles in the energy range of 0-10 MeV, and protons
in the energy range of 0-22 MeV. Therefore, it was necessary to have a thin
enough DSSSD to let protons pass through to the back detector for identi-
�cation, yet thick enough to stop the alpha particles coming from the break
up of 12C. In addition, the back detectors had to be su�ciently thick to
stop even the high energy protons produced in the reaction. The additional
back telescope (eback3) behind DSSSD2 was included to su�ciently stop the
highest energy protons leading to the ground state of 12C.

The slits shown in Fig. 2.7 are located about 70 cm upstream from the
chamber and were closed to 0.5 mm × 0.5 mm in order to collimate the
beam as much as possible. These slits also had the advantage that they can
be used to optimize the alignment of the beam since they move independently
in the x and y direction. There was also a Tungsten collimator (φ = 5 mm)
placed at the entrance of the chamber (Figs. 2.6 and 2.7) to cut away the
part of the beam which has been scattered on the RAMEM slits. These slits
were made especially for the nuclear physics beam line by RAMEM S.A.
[RAM]. See Fig. 2.8 for a closer view of the collimating slits. The geometric
measurements were done after the experiment was �nished with the setup
removed from the chamber in order to have a more precise measurement.
The purpose of collimating the beam was to avoid scattering of the beam at
the entrance of the chamber. If the beam is not well collimated, it can re�ect
directly into the detectors which would increase the dead time or possibly
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Figure 2.6: View of the 2005 experimental setup, with DSSSD1 (left) backed
with one Si-PAD detector, and DSSSD2 (right) backed with two Si-PAD
detectors. For reference the distance from one detector to another is only
10 cm. On the left is an illustration of the experimental setup, while on the
right-hand-side is a picture from the experimental setup. The picture on the
right shows the Tungsten collimator in place to avoid scattered beam from
the RAMEM slits, as well as a Faraday cup placed at the end of the beam to
monitor the beam intensity. An α source for calibration can be seen attached
to the target holder in the picture on the right.
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Figure 2.7: Experimental setup. The incoming beam from the accelerator
passes through the RAMEM slits, where the diameter is adjusted in the y and
z direction. It then passes through the 5 mm Tungsten collimator to avoid
scattered beam from the RAMEM slits, before hitting the target, situated at
45° with respect to the beam. The Faraday cup placed after the target was
used to optimize the beam and to monitor the beam during the experimental
run. In this geometry, the telescopes detect the charged particles produced in
the reaction with a subtended angle of 1/9th of 4π. The measurements given
in parenthesis for the distance from the detector to the target ladder are
those used for the experimental data analysis, while the other measurements
are the optimized values for the calibrations sources obtained calculated from
the calibrations of the DSSSDs.
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Figure 2.8: Close view of the slits from RAMEM S.A. (on the left-hand-side)
used in the nuclear physics beam line. Each of the four slits can be moved
independently, providing a better control over the collimation of the beam.
The slits can also give a current reading which can be used to determine the
position of the beam.

damage the detectors. In addition, the RAMEM slits can be used to attain
smaller sizes of the incoming beam. The Faraday cup is used to optimize
and to monitor the intensity of the beam.

The angles covered by each DSSSD were from 62°-120° with respect to
the target holder, with the distance from each detector to the reaction point
being 45.2 mm. Given these angles, one can calculate that the total solid
angle covered in this experiment was ≈ 4π

9
. However, this only refers to

detecting one particle per event. In this experiment there was a total of four
particles to be detected in one single event. We can calculate the detection
e�ciency of our setup for n-particle e�ciencies by the following:

εn =

[
256∑

i=1,j=1
i 6=j

εi + εj

]n
(2.3)

where εi is the subtended angle of each pixel in the �rst detector and εj the
subtended angle of each pixel in the second detector (both are approximated
to be about 0.035%). Note that the εni and εnj terms do not contribute as
they correspond to n-particles hitting the same pixel. In our experiment if
two particles were to hit the same pixel it would look as if it was one particle
with the sum of the two energies (summing event). The di�erent n-particle
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Table 2.3: Comparison of multi-particle detection e�ciencies for the setups
used in the 2005 and 2008 experiments. Note the large relative improvement
in detecting 4-particle coincidences obtained by adding two more telescopes.

E�ciency for n particles (εn) 2005 setup 2008 setup Improvement

n = 1 11% 38% ×3
n = 2 1.2% 14.5% ×12
n = 3 0.13% 5.5% ×42
n = 4 0.01% 2.1% ×210

detection e�ciencies for the 2005 setup are given in Table 2.3 and compared
to the e�ciencies of the 2008 setup.

2.3.2 2008 experimental setup

The experimental setup used in the experiment done in 2008 covered 38% of
4π and consisted of four Double Sided Si Strip Detectors (DSSSD) [Ten04],
each backed by a non-segmented Si-PAD (Fig. 2.9). All of the DSSSDs have
a thickness of 60 µm, and three of them had 16×16 perpendicular strips while
the fourth has 32×32 perpendicular strips. The 16×16 DSSSDs have an ac-
tive area of 50×50 mm2, giving a pixel size of 3×3 mm2, while the 32×32
DSSSD has an active area of 67×67 mm2, giving a pixel size of 2×2 mm2.
The telescopes were arranged to maximize multi-particle detection, placing
two DSSSDs as close to 0° as possible. Simulations were done prior to the ex-
periment to test the optimal angular arrangement of the DSSSDs. Because of
their higher mass, alpha particles are kinematically focused at small angles in
the laboratory frame. However, the high intensity from Rutherford scattered
beam becomes a problem at very low angles, giving rise to random coinci-
dences with reaction events, so that the ultimate choice for positioning the
detectors was a compromise between increasing multi-particle detection and
reducing Rutherford scattered beam particles. The high intensity Rutherford
scattered beam can be seen in Fig. 2.11(a).

The choice of highly segmented detectors is advantageous for detecting
high multiplicity �nal states (see Table 2.3). In addition the angular reso-
lution for this geometry of 3° for the 16×16 DSSSDs and 2° for the 32×32
DSSSD reduces the error when reconstructing center of mass energies. The
thickness of the front detectors (60 µm) was ideal to separate the alpha par-
ticles from the protons and deuterons using ∆E-E plots since the protons
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(a) (b)

Figure 2.9: (a) Setup used in the reaction experiments of 2008. The 32×32
strip green detector has a larger active area (67×67 mm2) than the other
three 16×16 strip DSSSDs (50×50 mm2). This gives a 2 mm strip width and
a 3 mm strip width for the 32×32 strip and 16×16 strip DSSSDs, respectively.
The detectors are drawn to scale with the target foil. (b) The measurements
taken for the setup along with the coordinate system used throughout the
chapter.
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Table 2.4: Maximum energy which is deposited in Si for di�erent thicknesses
calculated using SRIM [Zie03]

Thickness proton energy deuteron energy α energy

69 µm 2.55 MeV 3.25 MeV 10.0 MeV

1000 µm 12.50 MeV 17.0 MeV 50.0 MeV

1500 µm 15.25 MeV 20.0 MeV 50.0 MeV

and deuterons had su�cient energy to go through the DSSSD and deposit
energy in the back detector while most of the alpha particles do not have
su�cient energy to pass through the DSSSD (this is not true when an alpha
particle is the primary ejectile and thus has a higher energy, as in the case of
the 9B channel). To make a ∆E detector thin enough in order to allow the
alpha particles to reach the E-detector and separate them is not possible so
we chose a thickness which was assured to stop the alpha particles of inter-
est. Refer to Table 2.4 for the range of the particles in the di�erent detector
thicknesses [Zie03].

In the analysis it is assumed that any particle that comes in coincidence
with a proton or deuteron and is stopped in the DSSSD is an alpha parti-
cle. However, this is not always the case, e.g. in the case of random coin-
cidences, so further requirements are needed to clean up the spectra. The
beam energies for each reaction were chosen to optimize the cross sections
while minimizing the focus in the forward direction. The target thickness was
minimized to reduce energy losses in the target foil. The targets, depending
on the reaction, were 18.9 µg/cm2 enriched 10B (90%), 22.0 µg/cm2 11B and
33.1 µg/cm2 LiF, all with a 4 µg/cm2 C backing. Although the energy loss of
a 5 MeV alpha particle in e.g. 22.0 µg/cm2 11B is only ≈ 15 keV, the energy
loss of a 500 keV alpha particle is ≈ 50 keV, which is not negligible and needs
to be taken into account.

The reaction-angles covered by the detectors were from 10°-80° in the
forward direction and 100°-170° in the backward direction, where θ is de�ned
in Fig. 2.10. The distances to the target for each detector can be seen
in Fig. 2.9(b). Given these angles, one can calculate the total solid angle
covered by the setup to be ≈ 38% of 4π, three times more with respect to the
2005 setup. As in section 2.3.1, we can calculate the detection e�ciencies of
di�erent multiplicities n with this setup using the following equation, which is
a slightly modi�ed version of Equation 2.3 to account for the 32×32 DSSSD.
For a visual representation of the solid angle covered by the 2008 setup refer
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Figure 2.10: The experimental setup with the (x,y,z) and (r,θ,φ) coordinate
systems illustrated. DSSSD2 has been removed for clarity. The coordinate
systems shown were used throughout the analysis.
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Figure 2.11: (a) Hitmap of DSSSD2 where the front strips are plotted versus
the back strips. The projection of this hitmap onto a sphere is shown in
(b), which shows the angular coverage of the experimental setup. This is
a projection of a sphere onto a plane, so that 4π coverage would cover the
entire plane. Note the bright vertical line at approximately 20o which is due
to the high intensity Rutherford scattered beam at forward angles.

to Fig. 2.11.

εn =

[
256∑
i=1

i 6=j 6=k 6=l

256∑
j=1

i 6=j 6=k 6=l

256∑
k=1

i 6=j 6=k 6=l

512∑
l=1

i 6=j 6=k 6=l

εi + εj + εk + εl

]n
(2.4)

where εi, εj, εk is the subtended angle of each pixel in the 16×16 DSSSDs
(all approximated to be about 0.035% of 4π) and εl the subtended angle of
each pixel in the 32×32 DSSSD (approximated to be about 0.027% of 4π
due to the smaller pixel size). The average angular resolution in degrees
is 3o. The detection e�ciencies for di�erent multiplicities for the 2005 and
2008 setup are shown in Table 2.3. Note that by tripling our solid angle
coverage, we have increased our 4-particle detection e�ciency by over two
orders of magnitude. The results of the statistics increase between the two
experiments will be shown in more detail in the following chapter.
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2.3.3 Detectors

There were two di�erent kinds of detectors used in this experiment, DSSSDs
and Si-Pad detectors. Both types of detectors function by the same principle.
The Si-Pad detectors used were of varying thicknesses, between 1 mm and
1.6 mm, and were doped with the p-donor B to a depth of 500 nm. This 500
nm doped layer depth, along with a layer of 300 nm of Al contact, gives the
Si-Pad a dead layer of 800 nm. The DSSSDs are slightly more complicated
due to their novel design, but essentially they provide a cost e�ective way
having a highly segmented Si detector. In a DSSSD, the Si layer can either
be doped with a p-type or n-type material. The p-type are positive charge
carriers (hole) while the n-type are negative charge carriers (electron). A
negative voltage is applied to the p-type side so that the positive ions are
attracted to it, while the n-side is on a �oating ground. When a particle then
penetrates the detector, it produces free electrons and holes, which in turn
are attracted to their corresponding electrodes. The number of electron-hole
pairs depends on the energy of the radiation, so that the pulse measured is
directly proportional to the energy of the incoming particle.

The 16 ×16 DSSSDs used have 50 mm long strips, each 3 mm wide
separated by 0.1 mm, on the front face and 16 orthogonal strips with the
same dimensions on the back face. This gives an active area of 50 × 50
mm2, thereby creating 256 individual detectors of 3 × 3 mm2 each [BFT03].
The 32 ×32 DSSSD had an active area of 67 ×67 mm2, with each active
strip 2 mm wide separated by 0.1 mm. The front face of the DSSSD is
implanted with a p+-doping depth of only 100 nm on the n-type Si bulk
and the Al contact grid covers only 2% of the active surface, so that the
deadlayer was reduced to only 100 nm. The back side is implanted with 400
nm of n+-type, together with an evaporated layer of 200 nm aluminum to act
as an electrical contact (see Fig. 2.12). The DSSSDs were developed by the
Instituto de Estructura de la Materia in Madrid in cooperation with Micron
Semiconductor ltd [Ten04].

2.3.4 Trigger logic

We have so far de�ned a reaction and a setup, and the next step is to run
the experiment. But before we begin taking data, we must �rst design a
system which will be capable of handling the data in such a way that we
can process them event-by-event. In the 2008 experiment, there were 165
(32+32+32+64+5) individual channels in the experiment: 32 from each
16×16 DSSSD, 64 from the 32×32 DSSSD, and one for each PAD detec-
tor placed behind the DSSSDs (the 32×32 DSSSD was backed by two PAD
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Figure 2.12: Pro�le view of the newer DSSSDs employed in the 2008 setup.
In this design, the deadlayer is only 100 nm [Ten04].

detectors). Therefore we need to design a trigger logic and to run a data
acquisition system which is capable of handling 165 channels simultaneously.

In this experiment we ran in listmode, in which every event is recorded
individually with a time stamp so we are essentially working on an event-by-
event basis. This brings up another important point: how do we de�ne an
event? In theory we de�ne an event when a reaction occurs, in which any
outgoing particles are in coincidence with each other and are detected nearly
instantaneously. However in practice the acquisition system and electronics
need time to process the signal so that we must increase the time window
accordingly (see section 2.3.5). We also must construct a trigger logic which
will tell the acquisition system when a good event occurs and which particles
are part of that event. On a side note, since there are thousands of reactions

in the target happening per second, we will inevitably have cases where two

reactions enter the same time window, leading to an event having two reac-

tions. How to identify and understand such events is discussed in section

3.1.3.
To construct the trigger logic one must think of the goals of the experi-

ment since the trigger is speci�c to the needs and to the experimental setup
in use. In this experiment, we wanted to detect a maximum of four particles
in coincidence, so ideally all of the DSSSDs are put into the trigger. Since we
have independent triggers from both the p-side and n-side of the DSSSD we
can put an AND condition between the two to reduce any unwanted noise
that may have triggered only one side of the DSSSD. The ∆E and the E
detectors are then included in the trigger with an OR condition, since the

39



CHAPTER 2. EXPERIMENTAL METHODS

Figure 2.13: Schematic of the logic used in the experiments. To see the �gure
in more detail refer to Figs. 2.14 and 2.15.
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Figure 2.14: Close up of Fig. 2.13 showing the �rst part of the trigger logic
used in the experiments.
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alpha particles of interest do not penetrate the ∆E detectors. The forward
angle DSSSDs had to be removed from the trigger because the high intensity
from Rutherford scattering was giving too much dead time. Thus only the
E detectors of the front-facing telescopes were included in the trigger. This
did not cause an important loss in data since either the proton or deuteron
from the reaction would leave a signal in the E detector. Figure 2.13 shows
a detailed schematic of the trigger logic and electronic modules used in the
2008 experimental run (Figs. 2.14 and 2.15 shows the same but split into
two pages for easier viewing). The next section will discuss the electronic
modules which are used to construct such events and which will translate the
voltage signal from the detector into an energy signal of a particle.

2.3.5 Electronics and data acquisition

The previous section discussed the trigger logic needed to handle multi-
particle events. In order to process the signals coming from the detectors,
very fast electronics is necessary. In addition, since the amplitude of the
voltage signal given by the detector provides information on the energy de-
posited in that detector, we must be able to translate the analog voltage
signal into something more useful: an equivalent digital signal. The NIM
standard (Nuclear Instrumentation Method) was used for the processing of
the signal from the detector to the ADC (Analog to Digital Converter). In
order to do this, several di�erent modules were used [Leo87, Kno89]. The
electronic modules together with the data acquisition system provide the
necessary signal processing and data storage as explained in the following.

Preampli�er

The main purpose of the preampli�er is to make a pulse out of the current
that �ows through the detector while adding as little noise as possible. The
preampli�ers are thus located as close to the detectors as possible, minimizing
the length of the cable connecting it to the detector. The preampli�ers used
in this experiment were of the charge-sensitive type. In this type of preampli-
�er, the basic idea is to remove all dependence on the detector capacitance,
as variations in the intrinsic capacitance can be caused by the leakage cur-
rent in the detectors. In this experiment each DSSSD was connected to
a Mesytec MPR-16 preampli�er, and further with a 16 pin connection via
shielded twisted-pair cable to a Mesytec STM-16 ampli�cation module.
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Ampli�er

Once the signal passes through the preampli�er, it is sent to the main am-
pli�er for further ampli�cation and to shape the signal to a convenient form
for further processing. In this experiment, we needed a fast response time
to conserve timing information, as well as a linear ampli�cation in order to
conserve the proportion between the input and output signal. Pulse-shaping
is important for several reasons. Since the pulse coming from the preampli-
�er tends to have a long tail on the order of one hundred µs (in our case, we
integrate the pulse from the preampli�er over 0.5 µs), a second signal may
arrive during this time and will ride on the tail of this �rst signal, thereby in-
creasing the amplitude of the initial signal (this process is known as pile-up).
One should therefore shorten the tail in order to avoid this a�ect. Pulse-
shaping is also used to optimize the signal-to-noise ratio. The ampli�ers in
this experiment were of the CR-RC pulse shaping type. A CR di�erentiator
transmits frequencies above a cuto� frequency, thereby allowing higher fre-
quencies to pass while �ltering low frequencies. The RC integrator does the
opposite. The combination of both circuits in sequence signi�cantly reduces
the noise.

The STM module used in this experiment housed a timing �lter and a
discriminator in addition to the ampli�cation module. The discriminator is
designed to respond only to input signals with a pulse height greater than
a speci�ed threshold value. The threshold value is set so as to reject pulses
coming from electronic noise, while accepting valid pulses coming from the
detector. The discriminator built-in to the ampli�er in this experiment used
a leading edge discriminator, meaning the triggering occurs the moment the
pulse crosses the threshold level. The module also had delayed timing out-
puts which went directly to the TDC and were used as a STOP. Finally the
modules had a common trigger output, which was used to de�ne the trigger
logic.

The common trigger from the di�erent modules were then fed into a gate
generator in order to create a coincidence gate. A gate generator is triggered
by an input logic signal coming from the detectors, generating a gate pulse
with a user-de�ned time window (in our case roughly 2.5 µs). This gate is
then fed to the VME crate to serve as the acquisition window for the DAQ,
essentially telling the ADC when to begin taking data and for how long. A
delayed trigger is also sent to the TDC as well, since the TDC measures the
time between the start of an event and the arrival of each individual detector
pulse (STOP).

44



2.4. CALIBRATIONS

Analog-to-Digital Converter (ADC)

The ampli�ed energy signal leaving the ampli�er goes into the ADC. The
purpose of the ADC is to convert the amplitude of an input pulse into a
proportional digital number. The ADCs used in this experiment were of peak-
sensing type. This means that the maximum of the voltage signal received
from the ampli�er is digitized, since this maximum voltage is proportional
to the energy deposited in the detector. The ADCs used are based on the
principle of successive approximation. This technique involves comparing the
incoming voltage to a series of reference voltages to determine the height of
the pulse. If it is greater than a speci�ed value, the �rst bit is assigned a one.
If it less than, it is assigned a zero. One-half is then added to the reference
if it assigned a one, and this type of comparison is done successively until
the required number of bits is obtained. The ADCs have a resolution of 12
bits, thereby covering a range of 212 or 4096 channels. The conversion time
in the ADCs utilized in the experiment was only 5.7 µs for 32 channels. The
width of the ADC window was about 2.5 µs, meaning that when the ADC
received a trigger, the acquisition window would stay open for that period
of time and any signal that came in during those 2.5 µs was considered to
happen in one event.

2.4 Calibrations

The calibrations are one of the most tedious processes when analyzing an
experiment, yet also the most important. The purpose of the calibration
is to associate a real energy (in keV) to the voltage reading which is fed
into the ADC and assigned a channel number. To accomplish this, we use
standard alpha sources. The idea is simple. One places di�erent alpha-
emitting sources with known energies to impinge on each of our detectors.
One then associate the di�erent voltage readings in the ADC to the actually
energies of the alpha particles, makes a linear regression, and the detectors
are calibrated. This is �rst done on an oscilloscope in order to set the dynamic
range so that the di�erent particle energies will fall within the ADC range
and to get a crude estimate of the mV to keV conversion. Once the di�erent
ampli�cations and thresholds have been set using the sources, each strip is
individually calibrated. Unfortunately, this is not as easy as it sounds. This
is because we are �rst limited by the energy range of the alpha sources. So,
for example, if one is to detect particles with a range of 1 MeV-20 MeV, and
there are only sources with an energy of 3 MeV and 5 MeV available, any
small error in the calibration will be greatly increased when extrapolated to
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Table 2.5: α energies from the triple alpha source and their relative intensities

Source α-energies (keV) Weights of the energies (%)
239Pu Eα1 = 5156 W(Eα1) = 73.2

Eα2 = 5143 W(Eα2) = 15.1

Eα3 = 5105 W(Eα3) = 10.6
241Am Eα1 = 5486 W(Eα3) = 85.2

Eα2 = 5443 W(Eα2) = 12.8

Eα3 = 5388 W(Eα1) = 1.4
244Cm Eα1 = 5805 W(Eα1) = 76.4

Eα2 = 5763 W(Eα2) = 23.6

higher energies. In addition, when calibrating the detectors, one needs to
take into account the energy loss of the alpha particles in the dead-layers
of the detector due to the Al contacts and the doped Si that the particles
pass through, which will of course depend on the angle of entry, so that the
position of the source must also be precisely determined. Similarly there
may be dirt or dust on the alpha source which may reduce the outgoing
energy of the particle. Other factors are involved which will complicate the
calibrations, but these will be discussed when appropriate. I will �rst discuss
here the standard method used to calibrate the detectors by using sources.
This method was not su�cient for some of the detectors, and a more precise
calibration was done, as will be discussed.

2.4.1 Calibration sources

The sources used for the calibrations were 148Gd with an α energy of 3183
keV, and a triple alpha source which contained 239Pu, 241Am, and 244Cm, with
α energies of 5149 keV, 5479 keV, and 5795 keV, respectively. The α-energies
from the triple source are the weighted energies since the three sources emit
multiple alphas even though they appear as only one peak each(Table 2.5).
The resolution of the detectors is approximately 60 keV so that the detector
will not be able to di�erentiate between the alphas of each source of around
50 keV di�erence.
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Source position

The position of the calibration source with respect to the detector must be
calculated since each independent strip is to be calibrated and therefore the
need to determine the angle of entry of the particle to account for losses due
to deadlayers (see Fig. 3.4 and Section 3.1.2 for a detailed explanation on
the analysis of deadlayers). The positions of the detectors were calculated by
using a program which �ts the intensity of the sources with the solid angle
they cover. Basically, this program calculated the position of the detectors
with respect to the position of the calibration sources on the target ladder.
Accurate measurements of the positions were necessary in order to determine
the e�ects of energy losses in the deadlayers of the detectors.

2.4.2 PAD detectors

The calibrations for the back detectors were done with a collimator in place,
so that the angle of entry did not vary and therefore the energy loss of the
alpha particles in the deadlayer was uniform. In order to calculate the energy
loss of an α particle in Si, SRIM tables were used [Zie03]. After taking into
account the losses in the deadlayer for the α particles from the 148Gd and
triple alpha sources, it turns out that the α particles from the 148Gd source
(3183 keV) had an energy of 3017 keV when they entered the sensitive part
of the detector, while e.g. the 241Am source had an energy of 5361 keV.
These values were then used to perform a linear �t and obtain a relationship
between channel number and energy for each back detector.

2.4.3 DSSSDs

The calibration of the DSSSDs was done di�erently than for the PAD de-
tectors to take into account the strips of the detector. Essentially, a 16×16
DSSSD has 256 pixels which each serve as a detector. However, this does
not mean we need to calibrate 256 di�erent detectors. What we will have is
32 di�erent calibrations, one for each strip. It would be very tedious to look
at each strip individually, �nd the two source peaks, determine the centroid,
determine the energy lost in the dead-layer, and then calibrate the strip. In-
stead, this can all be done more or less automatically. The �rst thing to do
is to determine the source position, as explained above. Once we have the
source position, we can calculate the dead-layer thickness of each pixel since
we know the dimensions of the strips and detector. The calibration itself is
straightforward and follows the same method as that for the PAD detector.

By plotting the front strip versus the corresponding back strips of each
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DSSSD we can get a good idea of whether the calibrations were done correctly
by looking at the di�erence in energy between the two strips. We can also
plot the di�erence in energy between the front and back strips to determine a
good value of this energy di�erence, since this is used to get rid of unwanted
background. Figure 2.16 shows these two types of plots for DSSSD1 taken
from the 11B(3He,dααα) reaction data. The events along the diagonal in
the Efront versus Eback plot correspond to similar detected energies in each
strip and are taken as valid hits, provided the di�erence in energy is less
than 70 keV. Other features can be identi�ed in this �gure which will be
explained in more detail in the following chapter as they are pertinent to
analysis techniques. The 70 keV signal matching is shown in the |Efront -
Eback| plot of Fig. 2.16.

2.4.4 Internal calibration

As mentioned above, the calibration of the Si detectors was done using stan-
dard alpha sources. There is a problem with using this method, however.
Recall that the energies of the sources are 3.18 MeV (148Gd) up to 5.80 MeV
(244Cm). In the experiment, however, there are a wide range of energies,
from hundreds of keV to almost 20 MeV in the PAD detectors. When only
using two points separated by a little over 2 MeV for the calibration, when
reaching energies at the upper and lower end extremes the calibration may
lose precision. To recalibrate the PAD detectors, we �rst used the alpha
source calibration as a rough calibration, and then performed a more precise
calibration using the proton (or deuteron) energies which are known to feed
well-known excited states in 12C. Only those states in 12C with a very well-
known energy were used. In the case of the 10B target, the states at 9.64
MeV, 12.71 MeV, and 16.11 MeV, corresponding to proton energies of 12747
keV, 9916 keV, and 6783 keV CM energies, respectively. For the 11B target,
the ground state, 4.44 MeV state, the 9.64 MeV state, and the 12.71 MeV
state were used, corresponding to deuteron energies of 14664 keV, 10866 keV,
6402, and 3775 keV CM energies, respectively.

2.5 Geometry

Finally, before moving on to the physics of the analysis, it was critical to pre-
cisely determine the geometry of the setup used. The geometry is important
to determine the angles of the outgoing particles, used to get information on
the momentum of the particles as well as to change to di�erent frames of
reference. The easiest way to do this is by physically measuring distances
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(a) Front Energy vs. Back Energy

10 3

10 4

10 5

10 6

-0.2 0 0.2 0.4 0.6 0.8 1

(b) |Efront-Eback|

Figure 2.16: (a) Plot of the raw data, all events, obtained from the 11B(3He,
dααα) reaction at 8.9 MeV, where a front strip signal (Efront) is matched to
any back strip signal (Eback) and vice-versa for DSSSD1. The main activity
lies on the diagonal of equal front and back energy. Besides this main diag-
onal, there are two structures, A and B, identi�ed in this �gure, which are
mirror images along the diagonal. (A) Random coincidence of higher multi-
plicity events with beam. (B) High intensity on these diagonals correspond
to summing events (see Section 3.1) between the emission of alpha particles
from the ground state of 8Be. More summing and sharing events will appear
on either side of the diagonal. All of these structures are identi�ed and in-
cluded in the analysis. (b) The one-dimensional plot of (a). A cuto� of 70
keV was used in the analysis.

49



CHAPTER 2. EXPERIMENTAL METHODS

on the setup itself, which are shown in Fig. 2.9(b). Unfortunately there are
some unavoidable errors in doing this, and another method was needed. To
calculate the distances between the detectors and the target, we used two
basic methods:

� Comparison to theoretical kinematic curves.

� Conservation of momentum requirements.

There are only two free parameters when adjusting the distances of the
detectors: the distance from the target to the center of the detector (x' in
Fig. 2.17), and the distance of the center of each detector itself (de�ned by
the center strip in the detector) with respect to the closest point to the target
(∆z' in Fig. 2.17).

2.5.1 Kinematic curves

Let us look at a generic reaction of the form

a+X → Y + b (2.5)

where a is the projectile, X is the (stationary) target, and Y and b are
the reaction products. We know that energy and momentum are conserved,
and can therefore relate the scattering angle θ of b with the energy of b in
the laboratory frame. The relationship between the energy of the outgoing
nucleus b (Eb) and θ in the laboratory frame is [Kra88]

Eb =

[√
mambEa cos θ

mY +mb

+

+

√
mambEa cos2 θ + (mY +mb)[mYQ+ (mY −ma)Ea]

mY +mb

]2 (2.6)

where

Q = mi −mf = mX +ma −mY −mb

mX = mass of the target (10B or 11B)

ma = mass of the 3He beam

mb = mass of p or d + Ex

my = mass of 12C

Ea = Ebeam
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z
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45o

Figure 2.17: The only free parameters when adjusting the position of the
detectors are x' and ∆z'. x' is the distance to the closest point of the detector
in the xz-plane. ∆z' is the distance from the center strip of the detector to
the closest point to the detector. For reference the center strip of the DSSSD
has been highlighted in white.
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The masses are given in MeV/c2 and Ex is the excitation energy in MeV
of 12C. What we want to do with these kinematic curves is to exactly deter-
mine the geometry of our setup (and therefore, θ), so that a wide range of
proton (or deuteron) energies are needed. To obtain this we can use di�erent
open channels from our reactions, and also use the di�erent proton energies
which depend on the 12C excitation energy populated in the reaction. The
excitation energy of the 12C nucleus is added to the rest mass of the pro-
ton or deuteron since we are plotting the laboratory energy of the proton or
deuteron, in Figs. 2.18 and 2.19.

Since the kinematic curves are very sensitive to the angle of emission of
the proton, one can adjust di�erent distances of the detectors relative to the
target to get a good overlap with the theoretical kinematic curves calculated
from Equation 2.6. Figure 2.18 shows the energy of the proton in the lab
frame versus θ for DSSSD1 in the 10B target reaction data with the kinematic
curves of the 9.64 MeV state and the 12.71 MeV state from Equation 2.6
superimposed. There are three di�erent pictures shown each with only a
slight change of 5 mm on the free parameters in order to demonstrate how
sensitive the e�ect of moving the detector in di�erent directions has on the
agreement with the kinematic curves. This is done for each DSSSD and
allows us to precisely determine their position with respect to the target.

Figure 2.19 shows kinematic curves for DSSSD1 and DSSSD4 from the
3He+10B and 3He+11B reaction with the theoretical curves in Equation 2.6
superimposed. When the geometry has been adjusted the overlap with the
theoretical kinematic curves is quite remarkable. Once there is good agree-
ment with the kinematic curves, we can �ne-tune the positions of the de-
tectors using a completely di�erent method which takes advantage of the
complete kinematic detection of the experiment.

2.5.2 Fine-tuning the geometry

In order to �ne-tune the position of the di�erent detectors we take advantage
of the complete kinematics data, and look at the total momentum in the
x,y, and z-direction, where the coordinates are de�ned as in Fig. 2.10. By
adjusting di�erent distances of the detector to the target, we look at the
e�ect this has on on the di�erent components of momentum. The details on
determining the momentum from the energy and position will be discussed
in the next chapter. The components of momentum are very sensitive to any
small changes made to the position of the detectors. The di�erent momentum
components will of course be a�ected more or less by di�erent adjustments
made to the detector positions. Figure 2.20 shows the total momentum in
the x,y, and z component for the 11B(3He,dααα) reaction after making all
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Figure 2.18: Proton energy vs θ from the 10B target data with the kinematic
curves (Eb = Ep) in Equation 2.6) corresponding to the Hoyle state (top
line) and the 12.71 MeV state (bottom) superimposed. The e�ect of shifting
the position of the detectors is shown for DSSSD1. (a) E�ect of shifting the
detector 5 mm away from 0 degrees while still keeping the detector perpen-
dicular to the target. (b) E�ect of moving the detector 5 mm closer to the
target. Note the kinematical curves are stretched out with respect to the
calculated lines. This e�ect, though subtle, can be seen on the edges of edges
of the detector: at higher angles the experimental curves lie above the theo-
retical curves, whereas the lower angles the opposite e�ect is seen. (c) The
geometry measurements included in the �nal analysis. Note that movement
in the vertical direction does not e�ect the �gures, though the position of
the y-direction is easily determined from the hitmap in Fig. 2.11(a) since the
Rutherford scattering is symmetric in the vertical direction.
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(a) (b)

Figure 2.19: (a) Kinematic curves from the 3He+10B reaction with a gate on
the protons and (b) kinematic curves from the 3He+11B reaction with a gate
on the deuterons. Some calculated kinematic curves from the resonances
in 12C are shown superimposed on the �gures. The overlap is very good,
in part because some of these resonances were used to calibrate the PAD
detectors, as discussed in Section 2.4.4. Note that there is less background
contamination from di�erent reaction channels in 11B(3He,d) as opposed to
10B(3He,p) . This is simply because there are less open channels with a
deuteron as a �nal product.
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Figure 2.20: Di�erent components of total momentum for the 11B(3He,dααα)
reaction. The total momentum in each case should of course be zero, and
the agreement is quite good.
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adjustments to the position of the detectors. The peaks are centered near 0
MeV/c, with the largest deviation being ≈ 5 MeV/c, which would correspond
to a deviation of ≈ 30 keV in the energy of a proton, within the energy
resolution of the detectors. Once we have these established, we can begin
to work on more sophisticated analysis techniques to extract the physics of
interest in the di�erent experimental reactions, which brings us to Chapter
3.
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There's no sense in being

precise when you don't even

know what you're talking

about.

John Von Neumann 3
Analysis Tools

In this chapter I summarize the di�erent analysis techniques necessary to
process the raw data. In the previous chapter I discussed preliminary steps
which are necessary before analyzing the data, including the energy calibra-
tion of the detectors, noise removal, and the determination of the geometry of
the experimental setup. This chapter is divided in such a way as to guide the
reader through the di�erent step involved in the analysis of this experiment.
It is important to keep in mind that the �nal goal in this type of analysis is
to extract results, and to do this we �rst need to determine several proper-
ties. We need to look at each event individually, and for each event we want
to determine several properties, including the number of particles in that
event, the identity of each particle (proton, deuteron, alpha, etc.), and the
energy, momentum, and position of each particle. Finally we must perform
simulations in order to take into account any discrimination introduced by
the di�erent conditions placed on the data. As the reader shall see, none of
the steps involved in the analysis are trivial, and great care must be taken
in order to maximize the number of good events in the data. Once we have
identi�ed these properties we can begin extracting physics results, discussed
in following chapters.

3.1 Techniques

In section 2.4.3 I discussed the importance of imposing a condition on the
data where the di�erence in energy between the front and back strips of a
DSSSD be less than 70 keV. This helps reduce background and is an accept-
able condition since the individual strips of the DSSSD detector are implanted
on the same block of Si, so that they should in principle give equal energy
signals. However, if we only take those events for which the di�erence in
energy is less than 70 keV, we may be omitting good events. In fact if the
total multiplicity is plotted as in Fig. 3.1, one can notice the large amount
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Figure 3.1: Total multiplicity for all detectors.

of events above the expected maximum of multiplicity four. This mainly oc-
curs because there were multiple particles produced in the reaction, and we
can get incidences of so-called �summing� and �sharing� events. These events
would lie outside of the diagonal in Fig. 2.16 and thus would be removed by
the preliminary condition discussed in Section 2.4.3.

To better understand what is meant by summing and sharing events see
Fig. 3.2. Summing refers to when two particles hit the same strip on one
side and di�erent strips on the other side, so that the energies of the particles
are summed together on one side but give individual signals on the other.
For example, imagine two alpha particles hitting strip number 3 on the front
side, and then one hits strip number 2 on the back strip, while the other hits
strip number 4 on the back. Therefore, the energy seen by strip 2 and 4 on
the back side would give the correct values for each alpha particle, while the
energy seen on the front strip would be the sum of the both alpha particles'
energies. To accept these events, conditions were placed so that in cases
where, for example, there is one more particle detected in the back strips
than in the front strips, if the sum of the energies in the back strips was
similar to that of the front strip, then all of the particles were accepted as
a multiplicity two event in that detector. Sharing refers to events where a
single particle can hit the inter-strip spacing and share its energy between
two strips. To recover these events, similar conditions are placed as in the
case of summing events, except that when there are adjacent strips, the
event multiplicity for that detector is one. In both cases, the allowed energy
di�erence for the energy matching is more relaxed than the 70 keV mentioned
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(a) Summing event (b) Sharing event

Figure 3.2: (a) An example of a typical summing event which occurs in a
DSSSD. Here two alpha particles hit the same front strip yet two di�erent
back strips, so that only strip 3 on the front and strips 2 and 4 on the back
have a signal. This is a valid event with multiplicity two if the sum of the
energy of the two back strips 2 and 4 equals that of front strip 3. (b) An
example of a sharing event which occurs when a particle hits in between two
strips and deposits energy in both strips. This event is valid with multiplicity
one if the sum of the energy of front strips 3 and 4 equal that of back strip
3. These events are taken into account in the analysis so as to maximize the
statistics.
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above and was set to 150 keV.
The statistics recovered using these algorithms is quite substantial and

can be double-checked with estimates. In the case of sharing events, we
recover roughly 5% more events, which is similar to the 6% of sharing events
expected from the ratio between an inter-strip spacing of 0.1 mm and a strip
width of 3 mm for each detector face. For summing events, we recover about
8% of the total events for the forward facing 16×16 DSSSD. If we assume
an equal probability of hitting all the pixels, the probability of summing
events where two particles would hit the same back strip or front strip is
2(n−3)
n2−1

≈ 10%, where n is the number of strips (n-3 instead of n-1 because
summing between neighboring strips is assumed to be a sharing event).

3.1.1 Particle identi�cation

To identify charged particles (alphas, protons, deuterons, etc.) the DSSSD
energy signal combined with the possible energy signal in the correspond-
ing PADs gives the total energy of an incident particle. The DSSSDs are
thick enough to stop most alpha particles yet thin enough to let protons and
deuterons pass so that these lighter ions can easily be di�erentiated from the
higher Z alpha particles when hitting the same DSSSD. In fact the thin char-
acter of the DSSSDs (only ≈ 60µm) makes it di�cult to detect high energy
protons and deuterons since they deposit such little energy in the DSSSD,
and may fall below the threshold set just above the noise. Figure 3.3 shows a
∆E-E plot (mass plot) in which the energy loss in the ∆E detector is plotted
versus the energy deposited in the E detector. Since the stopping power of
a particle in a material is a function of the mass of the incident particle the
di�erent particles will show up in di�erent bands, making it easy to distin-
guish between protons, deuterons, alphas, etc. In this work I use the ∆E vs
E convention, as opposed to the ∆E vs E+∆E plots which are common. The
di�erence is that instead of same-mass particles showing up as straight lines,
the particles will have a banana shape.

Figure 3.3 is taken from the 11B(3He,dααα) reaction, and in order to
correct for the di�erence in energy loss as a result of the angle of entry of the
particles through the DSSSD, a �rst-order correction was performed with

∆E ′ = ∆Ecosϑ (3.1a)

E ′ = E + (1− cosϑ)∆E, (3.1b)

where ∆E is the energy deposited in the DSSSD, E is the total energy,
and ϑ is the angle at which the particle enters into the detector [Jep04].
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Figure 3.3: ∆E-Eback scatter plot from the 11B(3He,dααα) reaction at 8.9
MeV, showing the presence of protons, deuterons, tritons, and alpha particles
in the reaction. Also indicated in the �gure is a small amount of scattered
beam seen as a straight line corresponding to constant total energy. Most
of the intensity seen outside of the identi�ed charged particles are lower
energy alpha particles (stopped in the DSSSD) in coincidence with protons
or deuterons which do penetrate the DSSSD. There is a small area of intensity
seen underneath the low intensity proton line (p') which is a result of particles
which have lost some of their energy due to edge e�ects as they are seen in
the border of the detector. Additionally, one can see the punch-through e�ect
where high energy protons go through the back detector and begin to extend
towards decreasing energy.
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The protons were identi�ed through these plots as well as some high-energy
alpha particles, since an alpha particle of lower energy does not reach the
back detector. Recall that an alpha particle will deposit about 10 MeV in the
DSSSDs (60 µm thick) used for this experiment, so that only alpha particles
with energies higher than 10 MeV can be identi�ed using this technique. It is
important to keep in mind that the alpha particles which are identi�ed in Fig.
3.3 do NOT come from the break-up of 12C∗. These have too high energy, and
they were identi�ed to be coming from a di�erent reaction channel; they are
produced in the 9B* + α channel, and correspond to alpha particles which
lead to the ground state in 9B. Something curious can also be seen in these
two plots. Looking closely at the proton line, at about 16 MeV it extends
back towards lower energies below the original proton line. This is due to the
protons "punching-through" the back detector. The back detectors will only
stop protons with an energy of approximately 15 MeV. If 12C is left in its
ground state, the proton emerging from the reaction will have an energy of
approximately 22 MeV, meaning the proton will not be stopped in the �rst
back detector. Therefore these high-energy protons will leave less energy
than they should in these plots and they create this "punch-through" e�ect.

Note that any particle stopped in the DSSSD in coincidence with a par-
ticle with su�cient energy to penetrate the DSSSD will also show up in
these plots. Due to the high multiplicity events there can be several par-
ticles hitting the same DSSSD which can make it di�cult to match the
PAD energy with the correct DSSSD energy. That is, the pad energy may
be matched with one DSSSD energy to yield a proton, while yielding an
deuteron when matched to another DSSSD energy. The result is that there
may be a deuteron and a proton inside the gates placed on the ∆E-E plot,
or even cases with two deuterons or two protons. Obviously this is due to
an alpha particle in coincidence with a proton or deuteron which happens to
deposit an energy in the DSSSD which makes it fall in the proton or deuteron
gate. Fortunately we can later determine in the analysis the correct identity
for each particle by implementing strict cuts using momentum and energy
conservation, made possible by the complete kinematic information obtained
in this experiment. Although these conditions were discussed in Section 2.1,
essentially the procedure for correctly identifying particles in this case is
explained below.

Consider the case of a multiplicity four event, where two of the particles
impinge on one DSSSD and energy is detected in the PAD detector behind
this DSSSD. Assume that the two particles deposit similar energies in the
DSSSD, so that they both are inside the deuteron gate. Given that the
other two particles are alpha particles, we know that one of these then must
be an alpha and the other must be a deuteron. Therefore we temporarily
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assign an ID to each of the two particles, and then run momentum and energy
conservation checks on the four particles (after including deadlayer loss e�ects
which are dependent on the particle identi�cation). If the conditions are not
met, then we go back and choose the other possibility for particle identity
and again run the conservation checks. When one combination passes the
checks then it is assumed to be a valid four particle coincidence event. This
is a somewhat time-consuming process to code, but it signi�cantly helps in
recovering events with low alpha particle energies.

Only after the particle has been correctly identi�ed can the energy loss
contributions from deadlayers in the detectors be taken into account. Low
energy protons or deuterons which do not have su�cient energy to penetrate
the DSSSD can also be identi�ed in multiplicity four events. Since, depend-
ing on the reaction, we must have three alpha particles and one proton or
deuteron, energy and momentum conservation can be applied to each possi-
ble particle identity to correctly separate the alpha particles from the proton
or deuteron.

3.1.2 Energy reconstruction

Now that we have properly identi�ed the particles we can begin to determine
their correct energy. Recall in Section 2.3.3 that the Si detectors used had
deadlayers which are inactive yet nevertheless the particles will lose energy
when they go through them. This means that the energy we measure in
the detector is not the original energy of the particle. Figure 3.4 shows
an example of the di�erent inactive regions in which the particle will lose
energy. In the �gure, the signals from the active part of the detector is just
E and ∆E. This gives the energy of active area of the PAD detector and the
DSSSD, respectively. The actual energy of the particle must take into account
all of the energy losses, so that we have Etot =E+∆E+Edl1+Edl2+Edl3+Et,
following the naming scheme in the �gure. In order to calculate the energy
which was lost in each of the unknowns, the reconstruction must be done
in reverse order. For example, assume a deuteron deposits energy in both
a DSSSD and a PAD detector, so that we have a signal for both E and
∆E. We know the thickness of the non-active layers in the di�erent detectors
and we know the angle of entry ϑ from the strips of the DSSSD, so that we
can calculate the actual thickness of the inactive layer. Since we know the
thickness and the energy of the particle after leaving the inactive region, we
can use SRIM tables of stopping powers in Si [Zie03] to determine the energy
of the particle before passing through the deadlayer. In other words, since we
know E, we can calculate Edl3. We can then calculate Edl2, and this energy
added to ∆E lets us calculate Edl1. Finally the sum of these energies can be
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Figure 3.4: Illustration of the di�erent regions where energy losses must be
taken into account. The energy detected in the DSSSD (∆E) and the E
detector (E) does not give the total energy of the incoming particle. To
obtain the total energy, the energy loss in the di�erent inactive areas must
be added. This includes the energy loss which occurs in the target, Et, as well
as the energy loss from the deadlayers of the Si detectors. The angle of entry
(ϑ) is used to calculate the e�ective thickness of the di�erent deadlayers.
Once we have the energy of the outgoing particle and the identity, we can
calculate the energy lost in a material by using tables of stopping powers
from [Zie03].
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used to calculate the loss of energy in the target, Et, which gives us the total
energy of the particle. Note the identity of the particle (Z and A) must be
known before performing the energy reconstruction since the stopping power
of ions in matter depends on charge.

Besides the di�erences in energy loss for protons and alphas in the dead-
layers, an additional correction was made to the energies of the protons
and deuterons to take into account the di�erent values of ε, the mean en-
ergy required to create an electron-hole pair in Silicon. Since ε is only
dependent on Z and since the detectors were calibrated with alpha parti-
cle source, the value used for this correction of the pulse height defect was
εα/εp = εα/εd = 0.988[Len86, Sch93].

3.1.3 Time gates

The event multiplicity for both the 11B(3He,dααα) and 10B(3He, pααα) re-
actions is a maximum of four. However in Fig. 3.1 it is clear that there are
multiplicity events of �ve or greater. It would be interesting to understand
where these higher multiplicity are coming from, and also if there is a possi-
ble way to reduce the number of such events. We have already implemented
front-back energy matching on the DSSSDs, yet this technique will not re-
duce random coincidences in the data. By random coincidences we refer to
cases in which particles from di�erent reactions are detected in the same
time window and are therefore recorded as part of the same event. This is
unavoidable since statistically there will always be some mixing of events,
and is especially the case for those channels with very high cross sections
such as elastic scattering.

To reduce random coincidences the TDC signals obtained in the experi-
ment were used. Recall that the ADC acceptance window was 2.5 µs, which
is a relatively large time window. In fact the time resolution of the detectors
was about 20 times better than this (FWHM of 100 ns for the DSSSDs and 70
ns for the PAD detectors). Therefore the TDC time window can be �xed to
100 ns, which should signi�cantly reduce the amount of random coincidences,
leaving roughly 0.1µs

2.5µs
≈ 4% of them.

The time resolution of the TDC signal comes mainly from two factors.
The �rst is due to the TDC signal coming from any of the particles, if the
timing of each strip is not aligned with each other then this causes a widening
of the time signal peak. One cause of this is the use of leading edge triggering
(LE) instead of constant fraction triggering (CFT). As can be seen in Fig.
3.5, the problem with leading edge timing is that it introduces the problem of
walk in the signal, which is dependent on the amplitude of the signal. This
will inevitably give a certain minimum resolution which can be avoided if
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(a) (b)

Figure 3.5: (a) Leading edge timing. Note the introduction of the problem
of walk, which inevitably leads to a worse resolution of the timing signal.
(b) Constant fraction timing. In this case the problem of walk is virtually
eliminated since instead of taking the timing logic value at after crossing a
certain threshold, it records the value at a fraction of the signal, which makes
it independent of the amplitude of the signal. Both �gures are taken from
[Leo87].

one is to use the constant fraction triggering method. The e�ect of this on
the TDC logic signals is better seen in Fig. 3.6. Another factor which can
widen the resolution of the timing signal is that the di�erent particles will
travel through di�erent lengths of wire, depending on the strip of the signal.
However this e�ect is small since the losses in the LEMO cables is only 10
ns/m.

The �rst step in implementing the time gates is to calibrate the TDC
spectra. This is not an absolute calibration in the same sense as the energy
calibration. The purpose of this calibration is to place all of the TDC peaks at
a prede�ned position, in this case channel number 2000 (chosen arbitrarily).
In order to calibrate the TDC spectra for both the DSSSDs and the back
detectors, we need to ensure that the TDC signals are valid particles and
not for example a random coincidence. To do this, we gated on protons (10B
target) or deuterons (11B target) which left a signal in both a DSSSD and a
back detector. We then plotted the resulting TDC spectra for each DSSSD
channel as well as the PAD detector. There are of courses instances where
the signal will not be the actual trigger and will instead be some random
particle in coincidence, or perhaps a trigger on noise. However, the main
peak we obtain are from the valid events. What we would then do is to place
a gate around this TDC peak at channel 2000 with a width of roughly 100
ns which would be considered accepted events, and rejected particles which
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Figure 3.6: Figure demonstrating the cause of the 100 ns time resolution of
the TDC signal. The di�erence ∆t between the di�erent timing logic values
can arise from the problems of walk introduced by leading edge triggering,
as seen in Fig. 3.5, or by di�erences in the cable length of the setup
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Figure 3.7: (a) Plot of TDC channel number versus energy in MeV of DSSSD2
strip number 2. The plot is chosen for deuterons from the 11B target of
multiplicity one events only. (b) E�ciency of having a non-zero TDC signal
in DSSSD2 strip number 2 versus the energy of the detected particle.

did not have a TDC signal within this window. Unfortunately this method
of using the TDC signals to remove coincidences will not work for low energy
particles, since particles which deposit less than roughly 700 keV fall below
the trigger threshold, meaning they do not give a signal, even though they
are seen in the ADC. This e�ect can be seen in Fig. 3.7(a). When this
happens we do not impose any requirements on the TDC signal and such an
event is accepted. To precisely determine the trigger threshold we plotted the
e�ciency for having a non-zero TDC signal for each individual channel. This
is shown in Fig. 3.7(b). Note this was done individually for each channel
in the experimental setup. In order to see the e�ect of the TDC gates on
the total multiplicity of including these TDC requirements can be seen in
Fig. 3.8. Though there are still events above multiplicity four, the amount
of events with multiplicity larger than four has been greatly reduced with
respect to before.

Estimates of random coincidences

Some estimates of expected random coincidences can be made and compared
to the data as a consistency check. Let us look at the 10B(3He,pααα) reaction.
We estimated the count rate in our detectors from Rutherford scattered 3He+
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Figure 3.8: Total multiplicity for all detectors. In blue is the multiplicity
spectrum without any time requirements as seen in Fig. 3.1. In red is the
total multiplicity after implementing stricter time conditions using the TDC.
It is inevitable for there to be random coincidences mixed in with the data,
but the improvement seen by using the TDC is clear since we see a reduction
of a factor 10 in multiplicities > 4.

ions to be R = 2.3×104 s−1, based on the beam current measured in the Fara-
day cup (≈ 7.5× 109 ions/s), target thickness, and Monte Carlo simulations
(see Section 3.4) to account for geometric acceptance. The Rutherford count
rate could not be directly measured because the forward-facing DSSSDs were
not in trigger as described in Section 2.3.4. We observed Y = 7.1× 105 true
p+3α coincidences during the 10B experiment. By true coincidences we refer
to those events which survive the energy and momentum requirements and
the time conditions. With a TDC acceptance window of only 100 ns for the
DSSSDs, and R the rate of beam particles impinging on the detectors, one
would expect to see Y × 100 ns× R = 1.6× 103 random coincidence events
in the data. The number of random coincidences between a real four-particle
coincidence event and a scattered beam particle is determined by looking at
the multiplicity �ve data and imposing momentum and energy requirements
on four of the particles. 1.8× 103 events that �t this description were identi-
�ed, which is close to the number of total multiplicity �ve events in the data
(≈ ×104 total multiplicity �ve events can be observed from Fig. 3.8).

Though Rutherford scattered beam is the major contributor to random
coincidences, reaction-reaction coincidences can also contribute to the high
multiplicity events. If we follow the method described above, we can look for
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random coincidences such as (p+3α)+(p+3α) where we detect two protons
and six alphas. To calculate the expected number of such coincidences the
rate of scattered beam incident on the detectors (R) is replaced with the rate
at which true p+ 3α coincidences are observed. We took data for 17.6 hours
and observed Y p+3α coincidences so the rate is Y/17.6 hours = 11 s−1. The
time window was reduced to a slightly narrower window on the back detectors
of 70 ns. Now, the expected number of (p + 3α) + (p + 3α) coincidences is
Y × 70ns× 11 s−1 = 0.5, and we identify 0 in the data. Following the same
line of reasoning the expected number of (p + 3α) + (p + 2α) coincidences
would be 2.3× 106 × 70ns× 11 s−1 = 1.8, in reasonable agreement with the
3 such events that is observed in the data.

This random coincidence identi�cation technique can be used to extract
true particle coincidences from higher multiplicity events. If there are events
with a higher multiplicity than four due to beam-reaction or reaction-reaction
coincidences we combine the di�erent particles and match momentum and
energy to extract the true four particle coincidences, thereby increasing our
multiplicity four event sample. For example, in the case of Rutherford scat-
tered beam in coincidence with four particles, the total sample is increased
by about 1%.

3.2 Energy and momentum

The identity and energy of each particle per event is now determined. All
that is left is to determine the components of momentum for each particle,
which can obtained from the position given by the pixels in the DSSSDs.
Once we have the momenta of the particles one can easily switch between
di�erent reference frames which will be necessary to determine properties of
12C and its decay products. At this step the light ion in the reaction (either
the proton or deuteron depending on if the 10B or 11B target was used) and
alpha particles in coincidence have been identi�ed. The light ion will give
us information on the 12C nucleus (the resonance energies, widths, etc.), but
we �rst need to convert this energy into a 12C excitation spectrum. In this
section the 12C excitation spectrum is computed �rst, and then the alpha
particle energies are converted from the laboratory frame to the 12C center
of mass frame. For the sake of simplicity I will be using the 10B+3He reaction
to describe the di�erent methods.

70



3.2. ENERGY AND MOMENTUM

3.2.1 3α + p

Calculating the excitation spectrum of 12C was done by selecting the protons
in the ∆E-E plots and converting the proton energy into excitation energy
in 12C. The DSSSDs provide us with information on the energy as well as
the position (x,y,z) of the particles (see Fig. 2.10), so that we can extract
the components of momentum in the laboratory frame for each particle (non-
relativistic):

P = (Px, Py, Pz)

|P | =
√

2 ·m · E
Px = x · |P |/r
Py = y · |P |/r
Pz = z · |P |/r

where ~r =
√
x2 + y2 + z2, the mass m is in MeV/c2, the energy E is in

MeV, and the momentum P is in MeV/c. Once we have transformed the
energy of the particles into momentum, we then proceed to calculate the
energy of each particle in the total center of mass frame. To do this we only
need to take into account the contribution from the beam, and since the
beam is in the z-direction, we can easily do the transformation:

P cm
x = Px

P cm
y = Py

P cm
z = Pz − Pbeam ·

(
mx

mtarget +mbeam

)
|P cm| =

√
P cm
x + P cm

y + P cm
z

Ecm =
|P cm|2

2 ·mx

where mx is the mass of the particle (either proton,deuteron, or alpha
particle).

The excitation energy in 12C, Ex, is calculated from the energy of the
proton or the deuteron in the center of mass frame Ecm

p , depending on if the
target is 10B or 11B, respectively:
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Ex = Ebeam

(
mtarget

mtarget +mbeam

)
+Q− Ecm

p

(
mp +m12C

m12C

)
(3.2)

Q = (mbeam +mtarget −mp −m12C)

where Q is the Q-value of the reaction. With Eq. 3.2, one can now plot the
excitation energy of 12C obtained in the experiment. (Note also that we can
calculate the excitation energy of 9B in the same way as above, by replacing
the proton energies and mass values for those of alpha particles.) Figure 3.9
shows the 12C spectrum obtained in the experiment with no requirements
on multiplicity, i.e. the spectrum contains events with one proton, with
anywhere from none to three alpha particles in coincidence. The level scheme
of 12C is plotted to the left of the �gure in order to better identify the
di�erent states populated in the reaction. There are a few unidenti�ed peaks
in this spectrum which are due to the many reaction channels involving a
proton. Most of the background will be removed when we impose di�erent
multiplicities.

Once the 12C excitation spectrum has been correctly calculated and the
corresponding peaks to di�erent resonances identi�ed, we can follow the
break-up of the resonances by placing conditions in the events of di�erent
multiplicities. In order to study the break-up into three α particles, we look
at events in which a proton was detected in coincidence with at least one
other (α) particle. In comparison to Fig. 3.9, which is done without any
conditions on α coincidences, Fig. 3.10 shows the e�ect of placing these con-
ditions. Note, for example, that the 15.11 MeV state virtually disappears
when a multiplicity of two or more is required for each event (multiplicity
two refers to one proton and one α particle, so that the maximum multiplic-
ity would be of 4, with one proton and 3 α particles in coincidence). This is
because the 15.11 MeV has isospin 1 and has a very small alpha branch and
decays primarily through γ-decay, as discussed in detail in Chapter 4.

The next step is to focus our attention on the alpha particles which come
from the breakup of 12C. Whereas in the case of the proton the conversion
is done to the total center of mass reference frame, in the case of the alpha
particles the conversion must be made to the center of mass frame of the 12C
nucleus in order to learn about the decay mechanism and other important
properties of 12C. The transformation is again done using the equations de-
scribed above. It can be seen in Fig. 3.10 that the four particle coincidence
data has the least background. This is why we focused mainly on these four
particle coincidence data to study the 12C nucleus and its breakup. In fact
the data can be further cleaned by imposing some strict requirements on the
data.
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Figure 3.9: Energy (in MeV) of 12C with no conditions on multiplicity. The
level scheme [Ajz90] is pictured to the left to identify the di�erent states
populated in this reaction. Note the presence of a few more peaks in the
spectrum. These peaks correspond to background channels populated in the
same reaction (Table 2.1).
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Figure 3.10: Energy (in MeV) of 12C with di�erent multiplicities. The black
line is with at least the proton detected (maximum statistics), red is with
one proton and one alpha particle, green is with one proton and 2 alphas,
while blue is 1 proton and all three alphas. The multiplicity one (black) and
two (red) have virtually the same statistics, so that the black line is mostly
covered by red. Note how the background peaks mentioned in 3.9 disappear
when alpha particles are chosen in coincidence with the proton. Notice also
that the 15.11 MeV state, the lowest state of higher isospin (T=1), in 12C
also disappears. This is because the 15.11 MeV state decays mainly by γ
de-excitation.
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3.2.2 Full kinematics

Various techniques to ensure the data is as clean, leaving only the 12C chan-
nel, have been outlined. Each step has decreased the total amount of data,
yet has greatly increased the purity of the data set. The �nal step for remov-
ing all unwanted data and random coincidences is done by taking advantage
of the detection in full kinematics. It is clear that the multiplicity three data
can be used to reconstruct the fourth particle, but this always adds some
uncertainty. Due to the e�ciency of the experimental setup enough four-
particle coincidence events were detected that it is possible to restrict the
analysis to the four particle events, ensuring a very clean spectra. However
there are some cases in which the multiplicity three data (one light-ion and
two alphas) served as a comparison to the multiplicity four data. In such
cases the energy of the third alpha particle is reconstructed using both en-
ergy and momentum conservation, two independent methods which reduce
the error in the reconstruction.

The �nal step in removing random coincidences is by placing gates on
both energy and momentum conservation, something possible only with com-
plete kinematics information. This is done by summing the total momentum
and total energy in the reaction. The momentum is given by

P tot
x = Px(p) + Px(α1) + Px(α2) + Px(α3) (3.3)

P tot
y = Py(p) + Py(α1) + Py(α2) + Py(α3) (3.4)

P tot
z = Pz(p) + Pz(α1) + Pz(α2) + Pz(α3)− Pbeam (3.5)

|P tot| =
√
P tot
x + P tot

y + P tot
z (3.6)

and the energy by

Elab
tot = Elab(p) + Elab(α1) + Elab(α2) + Elab(α3)− Elab(3He)

−(m3He + m10B −mp − 3mα)

These can be plotted against each other as shown in Fig. 3.11. In this �g-
ure it is obvious that although this greatly reduce random coincidences, time
gates alone will not su�ce. There is still some unwanted reaction channels
coming through. Making a narrow gate on energies between -1 MeV and 1
MeV greatly reduces this number and ensures virtually background-free data.
While both of these techniques greatly reduce random coincidences, the se-
lectivity of these conditions are independent. Time conditions in the TDC
will remove most random coincidences, especially coincidence with scattered
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(a) No TDC cuts (b) With TDC cuts

Figure 3.11: Figure of total momentum
∑

i Pi − Pbeam in the 11B target
data set versus Etotlab − Ebeam for four particle coincidence events with and
without time conditions in place. It is clear that the TDC cuts greatly
reduce the number of random coincidences, yet there are still some left over.
However, by gating on energies between -1 MeV and 1 MeV, and on total
momenta less than 50 MeV/c, the number of random coincidences present
in the data is strongly reduced. In (a), the region of events at Etot=-2.5
MeV with Ptot < 100 MeV/c is due to incorrectly identifying a proton as a
deuteron. Following the method outlined in Section 3.1.1, these events have
been removed in (b). There is still an area of intensity in (b) with Ptot < 100
and Etot=9 MeV. This region of intensity includes multiplicity four data from
the 11B(3He,pααα)n reaction where a proton has been incorrectly identi�ed
as a deuteron and the neutron has not been detected.
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beam. These events could still pass the energy-momentum requirements if we
have a true three-coincidence event together with a scattered beam particle.
Conversely, as mentioned earlier in Section 3.1.3, though 100 ns is a fairly
short time condition, it is inevitable that random coincidences will enter this
window. To fully remove these coincidences in the data one must introduce
both types of conditions.

Figure 3.12 demonstrates the e�ects of energy and momentum conser-
vation gates compared to time gates on the data from the 10B(3He,pααα)
reaction with event multiplicity four. This �gure shows that though time
conditions greatly reduce random coincidences, conservation of energy and
momentum requirements are needed to fully remove random coincidences.
Full removal of contribution from channels with the same multi-particle �-
nal states is not possible, but it is possible to gain some insight on their
contribution to the overall spectra, as discussed in the following section.

3.3 Separating reaction channels

When dealing with high Q-value reactions there are many open channels
leading to the same �nal state, posing a challenge when extracting results
from the analysis. Separating the di�erent open channels is di�cult and
cannot be done completely, but certain steps can be taken to obtain an
acceptable result. The open channels for the 3He + 10B reaction at a beam
energy of 4.9 MeV are listed below. Note that they all involve the same �nal
state particles pααα:

Reaction Open Channels Final State

10B + 3He→


p+ 12C∗ → p+ α + 8Be

α + 9B∗ → α + p+ 8Be

α + 9B∗ → α + α + 5Li
8Be∗ + 5Li∗ → 8Be + p+ α

→ p+ 3α

In the 10B(3He,pααα) reaction, we would expect the p+12C and α+9B
channels to be clearly seen in a plot of the proton versus alpha particle CM
energies, as illustrated in Fig. 3.13, showing up as horizontal or vertical lines,
respectively. The 5Li+8Be channel appears as a diagonal line. If the data in
Fig. 3.13 is projected on the Ep axis, then the proton peaks can be seen to
correspond to resonances in 12C. If the data is projected onto the Eαi axis,
then the peaks from the alphas can be seen to correspond to states in 9B.
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Figure 3.12: Di�erent cuts imposed on the 10B(3He,pααα) multiplicity four
events. The spectra of Eαi versus Ep in CM are shown. On the left no
conditions have been imposed on the four particle coincidence data. The
circled region corresponds to randoms in coincidence with the scattered beam.
In the middle, the top �gure has only time conditions imposed (TDC gate),
while in the bottom �gure only conditions on conservation of energy and
momentum have been imposed (E-P conservation). Note that in the top
�gure, although there is a reduction in randoms in coincidence with the
beam, low energy random coincidences are still present, indicated in the
circled region. On the bottom �gure the energy and momentum requirements
greatly reduces all random coincidences. Finally, the �gure to the right is
after imposing both time and energy and moment requirements. Recall that
although this �gure appears to be virtually indistinguishable from the one to
its bottom left, the advantage of using a time condition with the energy and
moment conservation requirement is that we recover more multiplicity four
events, as discussed in the text.
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Figure 3.13: Spectra of Eαi versus Ep in CM for the 10B(3He,pααα) mul-
tiplicity four reaction data. The projections onto di�erent axes are shown,
corresponding to 12C (y-axis) and 9B energy (x-axis). The bottom right cor-
ner shows the diagonal projection of the �gure, i.e. Eαi + Ep. The ground
state in 5Li can be seen though the other two peaks are from background
channels.
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Similarly, projecting the diagonal of the plot (Ep+ Eαi) shows states which
correspond resonances in 5Li.

Figure 3.13 clearly illustrates the fact that the complete removal of in-
truding reaction channels is not possible. Removing contributions from other
channels will always result in a discrimination against certain allowed ener-
gies of the reaction channel sought after. To quantify this discrimination
the open reaction channels for each di�erent reaction are simulated and then
compared to the data.

3.4 Monte Carlo simulations

The importance of simulations has been discussed a few times yet has not
been expanded upon. In previous sections the importance of including cer-
tain conditions to remove unwanted background was mentioned, as well as
the bene�ts of using momentum and energy conservation cuts to obtain very
clean multiplicity four spectra. It is equally important, however, to remove
any possible bias introduced by these conditions when extracting results.
Furthermore, it is essential to include the detection e�ciency of the experi-
mental setup. If we were able to have a 100% e�cient 4π detector array then
this would not be an issue. However as the detector system does not cover 4π
we may favor the detection of some resonances over others due to the kine-
matic coverage. Monte Carlo simulations are the best tool for dealing with
these di�erent issues and are indispensable for a quantitative comparison of
experimental results to theory.

The Monte Carlo simulations were structured in three parts: First, the
physical description of the reaction process. Second, the simulation of the
e�ects of the detection system. Third, the application of the experimental
analysis procedure to the simulated data.

The reaction process is described in terms of a sequential model. The
�rst step is to simulate the primary particles produced in the reaction. The
beam, the beam energy, and the target are �xed, whereas the excitation
energy of the outgoing 12C nucleus is chosen by the user. The energy of
the primary ejectile (proton or deuteron) is determined by kinematics, while
the angular distribution of the primary ejectile will depend on the reaction
mechanism, and are therefore obtained from �tting the experimental data
(see Section 3.4.2). The following step is to simulate the decay of 12C into
an alpha particle (α1) and a 8Be nucleus. Here the 8Be nucleus can be left in
its ground state, or it can be in the 2+ �rst excited state. In the former case
the 8Be is described by the Breit-Wigner formula, but in the latter case the
energy of α1 and 8Be becomes complicated due to the broad width of the 8Be
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2+ state (see Section 1.3), and penetrability e�ects in the entrance and exit
channel should be included [BZT74]. Finally, the breakup of 8Be into two
alpha particles is simulated, with the energy and direction again depending
on the energy and width of the excited state of the intermediate 8Be nucleus.
In the case of decay decay through the 0+ ground state of 8Be, there is no
angular correlation between the �rst emitted alpha and the other two alpha
particles since it has 0 spin. However, if the decay proceeds through the
intermediate 2+ 8Be resonance, then there will exist a correlation between
the �rst emitted alpha particle from 12C and the other alpha particles (see
Section 3.4.1).

The second part of the simulation program is concerned with simulating
the e�ects of the detection system. This step essentially takes into account
the geometry of the setup (including the �nite beam spot size) and the re-
sponse of the individual detectors to charged particle radiation. The energy
resolution is described with a Gaussian function folded with two exponential
tails. The e�ects of summing and sharing, outlined in Section 3.1, are also
accounted for in the simulation program. The pulse height defect of the dif-
ferent ions as well as the energy losses in the target and detector dead layers
are calculated using the method outlined in 3.1.2. The detection thresholds
and trigger logic are also included in the simulations.

The �nal step in the simulation is to apply the experimental analysis pro-
cedure used on the experimental data to the simulated events. To do this the
simulated events are saved in identical data structures to the physical events
(ntuple). Therefore, the simulated events can be passed through exactly the
same analysis program used for the data which is crucial in removing any
bias introduced by the various cuts and gates imposed on the data.

As an example, we can look at the 9.64 MeV state (Γ = 34 keV) in
the 10B(3He,pααα) reaction, in which the resonance decays into three alpha
particles via the 8Be ground state. The simulation is done in three parts:

1. 3He+10B→p+12C: In the center of mass frame, we have the proton and
12C nucleus emitted in opposite directions. The kinetic energy of the
proton and 12C nucleus is calculated from the energy available in the
reaction (determined by the Q-value and the excitation energy in12C),
which is divided according to the masses of the nuclei. In this case, the
proton takes away roughly 12 times more energy than the 12C nucleus.
When converted to the laboratory frame, the available energy is easily
calculated from the beam energy, and the angular distribution of the
proton determined by �ts to the data.

2. 12C→ α1+8Be(gs): As above, in the center of mass frame the α1 and
8Be(gs) nucleus will be emitted back-to-back, while here the energy
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will be shared in a 1:2 ratio. However, the energy available will depend
on the energy of the initial 12C nucleus. The 9.64 MeV state is given
by a Breit-Wigner distribution with a width of 34 keV, which is sam-
pled using the pseudo-random number generator RANLUX provided
by CERNLIB.

3. 8Be→ α2 +α3: This case is the same as above, except the width of the
8Be(gs) is only 5.6 eV. At this stage the direction and energy of each
particle emitted in the reaction is known.

The next step is to include the detection system. Here the position and
coverage of the detectors used in the experiment are included, along with
their characteristics. These include:

� Number of strips and dimensions of strips

� Thickness of the deadlayers in the detectors

� Thickness of the detectors

� Resolution of the detectors

� Detection thresholds

Finally the particles obtained in the simulation are stored in an ntuple to
be further processed through the same analysis program as the data. The case
of decay through the 2+ state in 8Be is slightly di�erent since the width of 8Be
is very large. The penetrability e�ects become important and should be taken
into account. Another possibility for simulating decay through the broad 2+

state is to instead assume a decay into 3-body phase space calculated using
GENBOD from CERNLIB. The di�erence in detection e�ciencies between
a phase-space decay and a sequential decay through a broad resonance with
penetrability e�ects included is only ≈ 5%, so that the detection e�ciencies
were determined assuming a phase-space decay unless otherwise noted. In
Chapter 5 the description of the decay of the broad 2+ state in 8Be is looked
at more in detail.

3.4.1 Angular correlations

In the case of a nuclear reaction with successive radiations, the two di�erent
radiations will be correlated to each other. This can be understood in the
sense that if there is one radiation, barring any polarization e�ects, it will
be emitted isotropically. However, if there is a subsequent radiation, then
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Table 3.1: Some values of the Legendre polynomials used for calculating the
angular correlations.

n Pn(x)

0 1

1 x

2 1
2
(3x2 − 1)

3 1
2
(5x3 − 3x)

4 1
8
(35x4 − 30x2 + 3)

5 1
8
(63x5 − 70x3 + 15x)

6 1
16

(231x6 − 315x4 + 105x2 − 5)

although each of these radiations taken individually will be emitted isotrop-
ically, the emission of one with respect to the other will not be isotropic.

In [BR53], Biedenharn and Rose discuss a general formalism for under-
standing these angular correlations. Here we apply this general formalism to
the case of decay of a 12C resonance decaying through the 2+ state in 8Be.
The correlation is determined between the �rst emitted alpha particle from
12C and the second (or third, the choice is arbitrary) emitted alpha particle
from the intermediate 8Be nucleus. We then have the following parameters
used for notation. j1 denotes the spin of the initial resonance, in this case the
spin of the 12C resonance. j2 denotes the spin of the �nal state, which in our
case will always be 0 since our �nal state is an alpha particle. j corresponds
to the spin of the intermediate state, in our case that of the 8Be nucleus.

The general formalism introduced by Biedenharn and Rose for the angular
correlation where β is the angle de�ned by the trajectory of the �rst emitted
alpha particle and the second emitted alpha particle is

Wα−α(β) =
∑
ν

bν(l1l1;α1)bν(l2l2;α2)AνPν(cosβ) (3.7)

where

bν =
2l(l + 1)

2l(l + 1)− ν(ν + 1)
;Aν = Fν(l1j1j)Fν(l2j2j) (3.8)

and the sum is over ν, which is an even integer in the range of 0 to the
smallest integer of the set 2(l1)max, 2(l2)max, or 2j. Pν(cosβ) are the Legendre
Polynomials, some of which are listed in Table 3.1, and Fν is found in [BR53].

83



CHAPTER 3. ANALYSIS TOOLS

Let us determine the angular distribution Wβ expected for a 1+ state in
12C which decays through the 2+ state in 8Be (decay through the 0+ ground
state in 8Be is forbidden by parity conservation). In this case we have j1 = 1,
j2 = 0, and j = 2. The angular momentum of the �rst alpha particle is
restricted to l1 = 2, as is the angular momentum of the second emitted alpha
particle so that l2 = 2 (refer to Table 3.3).

The values of Aν , where Fν(l1j1j) = Fν(212) and Fν(l2j2j) = Fν(202),
are A0 = 1 A2 = 0.1786, and A4 = −0.7619. In addition, bν(l1) = bν(l2),
where b0 = 1, b2 = 2, and b4 = −3/2. Using the tabulated values for the
Legendre polynomials, we have

W (β) =
∑
ν

Wν = W0 +W2 +W4

≈ 1 + 0.1786 · 2 · (3 cos2 β − 1)

−0.7619 · 9

32
· (35 cos4 β − 30 cos2 β + 3)

≈ 1 + 1.0716 cos2 β − .3572− 7.5 cos4 β + 6.43 cos2 β − 0.643

≈ 7.5 cos2 β − 7.5 cos4 β

≈ 7.5 cos2 β sin2 β

∝ sin2 2β (3.9)

Therefore in the case of decay of the 1+ resonance in 12C, the angular
correlation will be proportional to sin2 β where β is the angle between the �rst
emitted alpha and one of the other two emitted alphas. The determination
of the angular correlation between the alphas of the 12.71 MeV 1+ resonance
will prove useful in Section 5.2.3.

3.4.2 Angular distributions

The angular distribution of the light-ion a�ects the detection e�ciency so
that a detailed understanding of the distribution for each resonance was nec-
essary. Therefore the angular distribution of the light ion needs to be �t
for each resonance. Figure 3.14(a) shows the angular distribution of the
deuteron in CM angles for the 9.64 MeV resonance of 12C populated in the
11B(3He,dααα) reaction in arbitrary units. However this distribution does
not take into account any detection e�ciencies due to the placement of the
detectors. In order to remove any e�ects caused by detector bias, the same re-
action is simulated assuming an isotropic distribution of the deuteron through
the experimental setup. This is shown in Fig. 3.14(b) and provides a very
illustrative example of the e�ect of detection e�ciency. At low, middle, and
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high angles there are no deuterons as expected. However one can see a dip in
the distribution at roughly 60°. This dip is due to a broken strip in DSSSD1.
Finally the experimental distribution was divided by the distribution from
the simulation to give Fig. 3.14(c). This �gure shows the deviation of the
angular distribution of the deuteron from an isotropic distribution.

There are several interesting features which can be learned from Fig.
3.14(c). In Section 2.1.1 it was described that an indirect reaction results in
an isotropic distribution of the deuteron, while a direct reaction would give
a forward-focused distribution. There is a peak in forward angles suggest-
ing a direct reaction, though in reality there is a mix of the two reaction
mechanisms. Note the presence of a strong peak at ≈ 30°. This is a strong
indication that a transfer reaction was the dominant mechanism for the 9.64
MeV channel.

3.4.3 Detection e�ciencies

The simulations can be compared to the data for a given reaction channel in
order to determine detection e�ciencies. Table 3.2 shows the e�ciency of the
experimental setup for detecting a few 12C∗ states in the 3He+10B reaction.
The multiplicity ratios from the simulations and from the data give a very
good agreement, with deviations being less than 10%. This tells us that our
simulation is getting the relative e�ciencies correct.

One can see from Table 3.2 that the detection e�ciencies are very de-
pendent on the reaction channel. Figure 3.15 illustrates the dependency of
the detection e�ciency for the 10B(3He,pααα) reaction on the intermediate
resonance of 8Be. Figure 3.15(a) shows a typical event in which the decay
proceeded via the ground state of 8Be. The ground state of 8Be is very nar-
row and has a very low excitation energy, so that the two alphas from its
decay will have little kinetic energy and be focused in the direction of the
beam. In the case of an intermediate decay via the broad 2+ state of 8Be,
the alpha particles are much less correlated so that the emission of the two
alpha particles from 8Be is essentially isotropic.

3.5 The 12C→ 3α breakup

The question of how the 12C nucleus will breakup into three alpha particles
was touched upon in the introduction, and is a very di�cult one to answer.
There are essentially two possibilities. One is for 12C to break up directly
and the other for the decay to be sequential. In this case the sequential decay
would �rst involve the decay via a resonance in 8Be. Direct decay does not
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Figure 3.14: Angular distribution of deuteron from the 3− 9.64 MeV reso-
nance populated in the 11B(3He,dααα) reaction given in a linear scale in arbi-
trary units. (a) shows the angular distribution taken from the data, (b) shows
the distribution from the simulation, and (c) shows the data/simulation so
that any detection bias has been removed. The non-isotropic distribution
seen in (b) comes purely from kinematics and the placement of this particu-
lar DSSSD. The dip seen at 60° is the result of a dead strip in the DSSSD,
though this is corrected when the detection e�ciency is taken into account
in (c).
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(a) 12C(9.64), 8Be(g.s.) channel (b) 12C(12.71), 8Be(2+) channel

Figure 3.15: Figure showing two possible channels in the 3He+10B reaction in
order to demonstrate the dependence of the detection e�ciency on di�erent
channels. In (a), the 8Be nucleus is in its ground state and also has little
kinetic energy, so that it is forward-focused from the beam energy. This will
cause the two alphas from the 8Be nucleus to be forward-peaked and thus be
detected by our detectors at low angles. Similarly the third alpha particle
also has little energy and is peaked at forward angles where it is more likely to
be detected by the front DSSSDs. In (b), the 8Be nucleus is in a the broad 2+

state so that its constituent alpha particles are much less correlated. In this
case the emission of the alpha particles is essentially isotropic so that there
is no favoring of forward angles. Therefore are detection e�ciency is reduced
with respect to case (a). The placement of the detectors at low angles was
not by accident, since the kinematical focusing of the alpha particles at low
energies was known during simulations leading up to the experiment and the
telescopes were placed accordingly.
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Table 3.2: E�ciency of the experimental setup for detecting selected 12C∗

decay channels in the 3He+10B reaction, taking into account geometry, re-
action kinematics, and detector response. The di�erent columns show the
e�ciency of detecting di�erent multiplicity events. Listed �rst is multiplicity
≥ 1 events (i.e., the probability of detecting a proton), then multiplicity 3
events (p + 2α), and �nally multiplicity 4 events (p + 3α). In the case of
isotropic 4-particle decay, the e�ciency would be the solid angle coverage to
the fourth power; in our case, (38%)4=2.08% (from Equation 2.4)

3He + 10B→ p+ 12C∗ → p+ α + 8Be∗ → p+ 3α

mult. ≥ 1 mult. 3 mult. 4

p p+ 2α p+ 3α

Resonances [%] [%] [%]
12C(9.64), 8Be(g.s.) 20.5 4.98 1.43
12C(12.71), 8Be(2+) 18.7 4.27 0.69
12C(16.11), 8Be(2+) 19.8 4.14 0.71

involve any intermediate resonance, and the alpha particles would decay to
the available phase space.

3.5.1 Sequential decay through 8Be

We can try to determine the decay mechanism by transforming the α particle
energies into the 12C center of mass frame. This can give us information
on the decay mode of each resonance in 12C, such as whether a particular
resonance will decay through the 0+ ground state in 8Be or through the
2+ state in 8Be, or both. A powerful method to visualize this is to make
a �Fynbo plot�[Fyn00], in which the 12C excitation energy is plotted versus
the individual α particle energies in the 12C center of mass frame, as seen
in Fig. 3.16. In this particular �gure, the vertical axis is the sum of the
three α particles. This is equivalent to the 12C excitation energy minus
the 3α breakup threshold of 7.275 MeV. This �gure is produced from the
11B(3He,dααα) reaction data in which the 12C excitation calculated from the
deuteron energy is plotted onto the ordinate and each of the three di�erent
alpha particle energies are plotted onto the abscissa.

In Fig. 3.16 features which show evidence for a sequential decay through
8Be are shown. The diagonal bands indicate breakup through the narrow
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Figure 3.16: Excitation energy of 12C versus the individual α particle energies
taken from the multiplicity four events of the 11B(3He,dααα) reaction data.
The excitation energy is equal to the sum of the three α particle energies
plus the triple-alpha threshold (7.275 MeV). A partial level scheme of 12C is
included alongside the �gure.
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Table 3.3: Spin and parity, Jπ, assignments for resonances in 12C which
break-up sequentially via α-decay through the 0+ and/or 2+ states in 8Be.
The possible orbital angular momentum l values of the �rst emitted alpha
particle which decays to 8Be is provided.

12C Ex Jπ lα1 (
8Be0+) lα1 of α1 (8Be2+)

7.65 0+ 0 2

12.71 1+ - 2

16.11 2+ 2 0,2

3+ - 2,4

14.08 4+ 4 2,4,6

10.84 1− 1 1,3

11.83 2− - 1,3

9.64 3− 3 1,3,5

13.34a (4−) - 3,5
a The Jπ of the 13.34 MeV state is debated and
is discussed in detail in Section 5.2.4.

ground state of 8Be. The diagonal to the right corresponds to the �rst and
most energetic alpha particle, while the diagonal band to the left corresponds
to the two alpha particles which decay from the ground state of 8Be.

The sequential decay mechanism is clear when the decay proceeds through
the ground state of 8Be. However, it becomes quite complicated to di�er-
entiate between decay through the broad 2+ resonance in 8Be and direct
decay into three alpha particles [Alv08]. Section 5.2.3 looks at the question
of interpretation of the decay mechanism in more detail, though a sequential
picture �ts well with data and will be assumed here. Whether the break-up
of the alphas passes through the 0+ or 2+ intermediate state in 8Be depends
on several factors, most importantly the selection rules from the conservation
of angular momentum.

Selection rules

Only the natural parity states can decay via the 0+ ground state in 8Be
without violating parity (it would necessitate an odd l but no change in
parity, or vice-versa, which is forbidden). Natural parity refers to states
which satisfy π = (−1)l, where l is the spin and and π the parity.

Table 3.3 is included to provide information on possible angular momen-
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tum values for the decay of some 12C resonances through the 8Be 0+ ground
state and/or 2+ �rst excited state at 3.06 MeV. The possible l values for the
�rst alpha particle (Jπ=0+) are limited by |J12C−J8Be| ≤ l ≤ J12C +J8Be and
by parity conservation, with π12C* = (−1)l ∗ π8Be* ∗ π4He =⇒ π12C* = (−1)l

where l is the orbital angular momentum of the α particle, and both pari-
ties π8Be* and π4He are positive. The penetrability of the alpha particle will
decrease with increasing lα due to the presence of the centrifugal barrier.

Separating the breakup via 8Be

We can try to separate out the decay which proceeds via the ground state of
8Be. To do this we calculate the invariant mass of 8Be with the momentum
of a pair of α particles using the following [Ohl65]

E(8Be) =
~P1−2

2

2µ
=

( µ
mα

~P1 − µ
mα

~P2)2

2µ
=

( ~P1 − ~P2)2

4mα

=
|P1|2 + |P2|2 − 2 · |P1| · |P2| · cosθ

4mα

(3.10)

cosθ =
P 2
x1
· P 2

x2
+ P 2

y1
· P 2

y2
+ P 2

z1
· P 2

z2

|P1| · |P2|
(3.11)

where µ = mα/2 is the reduced mass of the 8Be system This formula
assumes we know which pair of α particles make up the short-lived 8Be
resonances. However since we cannot always di�erentiate between the �rst
α particle emitted in the break-up of 12C resonances and the α-pair that
would make up the intermediate 8Be resonance, Equations 3.10 and 3.11
were applied for all three possible α pairs.

Figure 3.17 displays an example of the 8Be energy spectrum obtained
from the multiplicity four 11B(3He,dααα) reaction data in which the three
possible α pairs are summed together. The ground state peak of 8Be located
at 0.09 MeV is clearly visible and highlighted in red. The broad 2+ state (3.06
MeV, Γ= 1.37 MeV) cannot be easily distinguished since the cases in which
the incorrect alpha pair was chosen gives background. Interference between
the alpha particles (alpha particles are identical bosons so that the �nal state
wavefunction must be made symmetric) may arise since the broad 2+ state is
very short-lived. If this is the case then the question of which alpha particle
is emitted �rst is impossible to answer, and the di�erent alpha-pair choices
will appear as background. Therefore the data was split into data which
proceeds through the ground state and that which does not.

We can then make a similar plot as Fig. 3.16 with the data separated
depending on the intermediate resonance through which it proceeds. Figure
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Figure 3.17: 8Be invariant mass calculated using the three possible alpha
pairs from the 11B(3He,dααα) multiplicity four reaction data. The area
shaded in red corresponds to the narrow 8Be ground state peak at 0.092
MeV (Γ=6.8 eV) with respect to the 2α-threshold. Any data outside this
peak is considered to decay through the broad 2+ resonance in 8Be. The
reason why there is no shape typical of a characteristic broad peak at the
2+ resonance of 3.06 MeV is that this part of the spectrum also includes the
choice of wrong α pairs.
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(a) (b)

Figure 3.18: (a) 12C Excitation energy versus the individual alpha energies.
This plot corresponds to those states in 12C which decay through the 0+

state in 8Be, as indicated in the lower right-hand corner. Note the red line
going through α1 corresponding to the �rst emitted α particle. (b) Excitation
energy in 12C versus the individual alpha energies showing decay through the
2+ state in 8Be. Note the blue line going through α1 corresponding to the
�rst emitted α particle. This is just to guide the eye, as we are assuming
that there is no interference between the alphas.
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3.18(a) shows data which proceeds through the ground state of 8Be, where
there is a gate on 8Be in Fig. 3.17 between 40 keV and 150 keV. Figure
3.18(b) shows the rest of the data. Figures 3.18(a) and 3.18(b) contain a lot
of information. For convenience, I have denoted here α1 as the �rst emitted
particle, while α2 and α3 refer to the pair that makes up the 8Be resonance.
Refer �rst to Fig. 3.18(a), corresponding to the states which decay through
the ground state of 8Be. The red line cutting through α1 has a slope of 3/2.
This comes from the following: in the case of decay through the ground state
of 8Be, the �rst particle would carry an energy [Pre03]

E1 =
2

3
∗ (Esum − 0.092)MeV, (3.12)

where 0.092 MeV is the separation energy of the ground state of 8Be into two
α particles. Therefore, the line corresponding to α1 would be the following:

Esum =
3

2
∗ E1 + 0.092MeV. (3.13)

One striking feature of Fig. 3.18(a) is that the data which proceeds
through the 8Be 0+ ground state is continuous through all states in 12C,
including those with unnatural parity (e.g. 12.7 MeV 1+) seen in Table 3.3.
This is due to the fact that in this type of reaction experiments, we populate
all states with no discrimination, so that we are seeing contribution of 12C
→8Be (0+) transitions from the tails of other broad resonances in 12C. In
addition, there is also some background present due to contamination from
other reaction channels. For example, the 3He + 11B →6Li* + 8Be(0+)
channel has very broad resonances which will appear as background in the
�gure.

Figure 3.18(b) represents those states which decay via the 8Be 2+ state.
This plot is not as clean as the one shown in Fig. 3.18(a) because it is di�cult
to avoid unwanted data since the 2+ state is broad and therefore the energies
are not so well-de�ned. This di�culty can be seen in Fig. 3.17 which was
used as a reference. The red peak is clearly de�ned, making it much easier
to separate the 0+ 8Be data. It is still possible to discern the broad line
corresponding to the decay of the �rst emitted α particle shown in blue in
Fig. 3.18(b). This line intercepts the y-axis at about 10.4 MeV, which is
simply the 7.367 MeV seen in Fig. 3.18(a) added to the energy of the broad
2+ state in 8Be at 3.06 MeV. However, this line is drawn to guide the eye and
has no real meaning since there may be interference between alpha particles.

We can plot the projection of the data in Fig. 3.18 to get the 12C ex-
citation separated into decay through the 0+ and 2+ states in 8Be. Figure
3.19 makes it easier to visualize the states that decay through the 0+ (red)
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Figure 3.19: This 12C spectrum corresponds to the projection on the y-axis
of Figs. 3.18(a) (red) and 3.18(b) (blue). In red are the states that decay
through the 0+ ground state in 8Be. In blue are the states which decay via
the 2+ state in 8Be. It is interesting to observe that states such as the 9.64
MeV (3−), the 10.84 (1−), and the 14.08 (4+) decay through both the 0+ and
2+ states in 8Be, while others, such as 11.83 (2−), 12.71 (1+), and 13.35 (2−)
states only decay through 8Be (2+), as expected from Table 3.3. The 7.65
(0+) decays only through 8Be (0+), and the small number of counts present
in blue are due to decays through the tail of the 8Be (0+) which fall outside
of the gate placed on ground state of 8Be.
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and/or the 2+ state (blue) in 8Be, and can be compared with those states
shown in Table 3.3. By comparing the intensity of the peaks in Fig. 3.19, we
can determine partial branching ratios in cases in which the resonance is of
natural parity. This calls for a more detailed analysis and will be discussed
in Section 5.1.
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Calvin & Hobbes 4
Indirect Observation of γ-decay

In this chapter we now have the 12C channel well identi�ed and we can
proceed to extract some physics results from the data. This chapter focuses
on the analysis and results obtained following the observation of γ-decay
using Si detectors in this experiment [Kir09]. In the next chapter we will take
a detailed look at each of the individual resonances in order to determine spin
and parities of individual resonances, the branching ratios of the intermediate
decay through 8Be, and also search for proposed resonances in 12C. The work
involved in doing this deserves it's own chapter, so I chose to separate this
from the current chapter highlighting some results.

4.1 γ-branch of the 15.11 MeV and 12.71 MeV

resonances in 12C

Recall in Section 3.2.1 the presence of resonances in 12C above the triple-
alpha threshold which with a very small α-decay width. For example, in
Fig. 3.10, the T=1 15.11 MeV state disappears when the multiplicity four
condition is imposed, since this state decays primarily by γ-decay. However,
while performing di�erent gates on the momentum and energy conservation it
became apparent that it was perhaps possible to search for indirect evidence
of γ-decay. So far I have mostly been using the energy of the light ion to
calculate the excitation energy of 12C. However the 12C excitation energy can
also be calculated by the invariant mass of the three alpha particles. Once we
have the individual energy of each alpha particle in the center of mass frame
of the 12C nucleus, then simply the sum of the three alpha particles will give
us the excitation energy of 12C above the triple-alpha threshold. Therefore
we can calculate the excitation energy from the three alpha particles as

12C E3α
x =

∑
αi + (3mα −m12C)
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where 3mα − m12C = 7.275 MeV is the triple alpha threshold. Now we
have two methods to calculate the 12C energy. The �rst involves the primary
ejectile (proton in the case of the 10B target reaction and deuteron in the case
of the 11B target reaction), and the second involves the alpha particles. Up
until now we have assumed that these two quantities would be more or else
equal. In fact, when we look at energy conservation, if they are not within
a certain energy we discard the event. But, what would happen if a higher
lying state in 12C were to decay via γ emission into a lower excited state
which is still above the triple-alpha threshold?

If this were to occur, we would have two di�erent values for the excita-
tion energy, depending on if it was calculated from the ejectile or from the
products. Let us look at the 10B(3He,pααα) reaction as an example. In this
case, the excitation energy calculated from the proton would di�er from that
calculated from the three alpha particles. The former would give us informa-
tion on the initial state populated in 12C (the state which would subsequently
emit a γ), while the latter would give the �nal excitation energy. Therefore
the di�erence of 12C excitation energy obtained between the ejectile and the
three alpha particles gives the energy of the undetected γ. This seems like a
very nice method in theory, but the quality of the data must be very clean
to unambiguously claim the presence of γ-decay.

To visualize the di�erence in energy expected from the emission of a γ-ray
we can plot the excitation energy in 12C calculated from the primary pro-
jectile versus that calculated from the invariant mass of the alpha particles.
Figure 4.1 shows such a plot, with no conditions on energy or momentum
requirements. Along the diagonal are events where the excitation energy cal-
culated from the primary projectile is the same as that calculated from the
alpha particles. Note that it is virtually impossible to discern any features
below the diagonal, which is where we would expect events to appear if there
was any γ-decay. The reason for this is that we have not implemented any
conditions on momentum or energy conservation.

Clearly if we were to include a condition on the conservation of energy,
we would be selecting only events along the diagonal and would remove any
events which came from a γ-decay. However, it is possible to implement
momentum conservation requirements since the momentum carried away by
the γ-ray is very small compared to the other momenta involved in the re-
action, and is within the experimental resolution (refer to Fig. 3.11, where
the condition on the momentum requirements was less than 50 MeV/c, much
smaller than Eγ/c).

If the momentum conservation requirements are implemented we obtain
what is shown in Fig. 4.2(a), where we can begin to see evidence for missing
energy from a possible γ-decay, highlighted by vertical bands for the 15.11
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Figure 4.1: Complete kinematics data from the 10B(3He,pααα) reaction. The
12C excitation energy calculated from the energy of the proton is along the
abscissa while the 12C excitation energy calculated from the invariant mass of
the three α particles is along the ordinate. In this �gure there is no condition
on the conservation of momentum.
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(a) (b)

Figure 4.2: (a) Implementing momentum conservation to the date displayed
in Fig. 4.1. The horizontal bands extending from the diagonal with constant
E3α
x of 7.65 MeV and 9.64 MeV and increasing Epx corresponds to events where

the proton did not fully deposit its energy in the E detector. A gate with
vertical lines has been placed around the 15.11 MeV region showing γ-decay
to other resonances in 12C. There are still scattered events which can be
seen below the diagonal and which will contribute as background to the gate
around 15.11 MeV. This was found to be mostly due to protons hitting the
border of the DSSSD (≈ 2% of events). The result of removing these events
as shown in (b).
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Figure 4.3: (a) Close-up of the region of interest in Fig. 4.2. (b) The pro-
jection of (a), separating the contribution which goes through the 0+ 8Be
ground state and that which does not. The condition placed on the ground
state decay is the same as that outlined in Section 3.5.

MeV state. Though there are a number of events within the gate, there still
seems to be several scattered events below the diagonal which have made it
through the momentum requirements, as well bands extending towards the
right of the 7.65 MeV and the 9.64 MeV state. These bands are simply caused
by protons which punch through the PAD detectors, leaving less energy de-
posited in the PAD detector, and thereby appearing as increasing energy in
Epx. The events which are seen below the diagonal were identi�ed as protons
which hit the outside strips of the DSSSD detectors. The problem was that
the proton would be hitting the outside strips of the DSSSD, but would then
hit the border of the PAD detector, thereby not fully depositing its energy
in the PAD detector. These events were thus removed, and as can be seen
in Fig. 4.2(b) the area below the diagonal is much cleaner. The remaining
events which do appear are a result of random coincidences which pass the
momentum cut. We now have clear evidence of γ-decay of the 15.11 MeV
resonance and by gating on the area shown in Fig. 4.2(b) we can try to de-
duce γ-branches of the 15.11 MeV state to lower states above the triple-alpha
threshold.

Figure 4.3(a) shows a closer look at the region of interest in Fig. 4.2(b).
If we now place a gate on the 15.11 MeV of constant Epx below the diagonal
and plot the 12C excitation energy calculated from the invariant mass of the
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Figure 4.4: (a) Same �gure as Fig. 4.2 but from the 11B(3He,dααα) reaction
data. A gate has been placed on the region where the γ-decay of the 12.71
MeV has occurred, the result of which is shown in (b). Figure (b) also shows
indicates the di�erent resonances in 12C populated from the γ de-excitation
of the 12.71 MeV state.

alpha particles, we obtain a spectrum of the γ-delayed 3α breakup of the
15.11 MeV state. This spectrum can be further divided into states which
decay via the 0+ 8Be ground state and the rest (Fig. 4.3(b) ).

In a similar way as with the 15.11 MeV state, the γ branches of the 12.71
MeV state can also be extracted. Figure 4.4 shows a plot of the 12C spectrum
populated in the γ-decay of the 12.71 MeV state. In this case, however, the
11B(3He,dααα) reaction was used since it is cleaner in the region underneath
the 12.71 MeV state due to the absence of punch-through deuterons. In this
case the statistics are very low compared with the 15.11 MeV branches, so
that the background must be treated more carefully, as outlined in [Kir09].

Though we can now see how to extract γ branches to states above the
triple alpha threshold, another method must be used to determine the γ
branches to bound states (0 and 4.44 MeV) in 12C. In this case, a simi-
lar method is used, except we look for coincidences between a proton (or
deuteron) and a 12C nucleus. Again, the light-ion will give the energy of the
initially populated resonance. If there is a γ-decay to a bound state, there
will be a de�cit in energy in the same way as before, except here the total
energy is given by Ep+ E12C−(Q+E3He), and the missing energy will be given
by the initially populated resonance. Unfortunately this makes it impossible
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to distinguish between transitions to the ground state and to the 4.44 MeV
state.

4.1.1 Detection e�ciency

In order to extract the branching ratios for both the 15.11 MeV and the 12.71
MeV states we must include the detection e�ciency of the di�erent channels.
To do this Monte Carlo simulations were carried out, as described in Section
3.4, to determine the probability of detecting four particles in the case of γ-
delayed 3α breakup of the 15.11 MeV state and the 12.71 MeV state. In both
cases, the e�ciencies are heavily in�uenced by the decay path (i.e. through
the 0+ or 2+ intermediate 8Be state).

To determine the e�ect of the choice of break-up model for the unnatural
parity states at 12.71 and 11.83 MeV excitation energy that breakup through
the excited state of 8Be, we used both a direct decay model phase-space
simulation and a sequential decay model through the 2+ 8Be state [Fyn03].
The di�erences in detection e�ciency between the two was less than 5%.
However, in the case of decays through the narrow ground state of 8Be (7.65
MeV, 10.3 MeV, and 10.84 MeV), the choice of a sequential model makes a
large di�erence and increases the detection e�ciency. This e�ect can be seen
schematically in Fig. 3.15, where the ground state occupy a very limited
region of phase space so that the four-particle detection e�ciency is larger
compared to that of a direct decay.

The decay of the 10.3 MeV state (Table 1.1) is a special case due to
the broad nature of the resonance. This state was discussed in detail in
the opening chapter where a conclusive description of the state is still under
debate. However, we can use the β-decay spectrum measured by [Hyl09a] to
describe the shape of the 10.3 MeV state. This is possible due to the parallels
between M1 γ-decays and Gamow-Teller β decays outlined in Section 4.2, as
long as we correct for detection e�ciency and scale the spectrum by E3

γ to
account for the phase space factor of M1 γ transitions. If the state were a
2+, though other multipoles are possible (see Table 4.2), M1 would dominate
over higher multipoles (Equation 4.3).

We can compare the detection e�ciencies given by the simulations with
our experimental data to determine errors of the e�ciency estimation. It
turns out that the simulated e�ciencies are correct within 10% accuracy.
However, in the case of the transition from the γ-decay of the 12.71 MeV
state to the 7.65 MeV state, we assume an error of 20%. The reason for
this increase in uncertainty is due to the fact that the alphas in the decay
have very low energies in the laboratory frame and are therefore much more
sensitive to the experimental detection thresholds.
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Table 4.1: Branching ratios of the 1+, T=1 15.11 and the 1+, T=0 12.71
MeV states in 12C from this work

Transition Events Det. e�. γ branch[AW72] γ branch

15.11 → 12.71 39 0.74 % 1.4±0.4 % 1.2±0.2 %

11.83 8 0.57 % ... 0.32±0.12 %

10.84 <7.3a 1.30 % ... <0.13 %

10.3 65 1.09 % (1.6)b % 1.4±0.2 %

7.65 70 0.36 % 2.6±0.7 % 4.4±0.8 %

0.00 and 4.44 40344 9.9 % 94±2 % 92.7±1.0 %

12.71 → 10.3 3 0.40 % ... 0.9+0.6
−0.5 %

7.65 4 0.18 % ... 2.6+1.6
−1.2 %

0 and 4.44 11660 13.9 % 100 % 96.6+1.7
−1.3 %

a Upper limit valid at the 90% con�dence limit.
b The 15.11 → 10.3 was not observed by [AW72] and was estimated
from the measured β-decay branch.

We can correct the number of events for each resonance in Table 4.1 with
the detection e�ciencies. This corrected number of events can then be used
to determine the partial alpha branches of the 15.11 MeV resonance and the
12.71 MeV resonance shown in Table 4.1. The results are compared with
known literature values in cases where they are available. For a detailed look
at these results refer to [Kir09].

4.2 Comparison to β-decay

The 15.11 MeV state forms an isospin triplet together with the ground states
of 12B and 12N, making it ideal for comparing M1 γ decays with Gamow-Teller
β decays [AW72]. This means that the results obtained for the γ branches
can be compared to the GT β decays branches of 12B and 12N measured
by our collaboration [Hyl09a]. Essentially this parallel makes it possible to
separate the spin and orbital contributions of the M1 γ-transition strength,
where the M1 γ width is given by the square of the sum of the spin and
orbital amplitudes as

Γγ = (γσ + γl)
2, (4.1)
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Table 4.2: Allowed multipoles for γ decay of the 1+ 15.11 MeV state. Recall
that Ii=1 and π=positive

Final State (MeV) Jπf Possible L values ∆π Multipole

12.71 1+ 1,2 no M1,E2

11.83 2− 1,2,3 yes E1,M2,E3

10.3 0+ 1 no M1

7.65 0+ 1 no M1

4.44 2+ 1,2,3 no M1,E2,M3

0.00 0+ 1 no M1

We want to isolate the orbital contribution to the M1 matrix element,
and to do this we can compare γσ to the ft value of the GT β decay. Before
proceeding, however, we need to make sure the that M1 transitions dominate
the decays from the 15.11 MeV state.

4.2.1 Background on γ-decay

Let us look at the possible γ transitions of the 15.11 MeV resonance. The
selection rules of angular momentum for γ-decay are as follows, with the
exception that L6=0 since there are no monopole transitions:

|Ii − If | 6 L 6 Ii + If

The parity selection rules determine whether the transition is magnetic
or electric. If there is no change in parity, ∆π=no, then it is electric if L
is even, and magnetic if L is odd. If there is a change in parity, ∆π=yes,
then it is electric if L is odd, and magnetic if L is even. With these selection
rules we can determine the possible multipole transitions for γ decay from
the 15.11 MeV state in Table 4.2.

Not including the negative parity state at 11.83 MeV, we would like to
determine which multipole will dominate in cases where more than one are
possible. We can use Weisskopf estimates [BW52] to estimate the transition
probabilities assuming a single nucleon is responsible for the transition. For
M1 and E2 we have

λ(M1) = 5.6× 1013E3

λ(E2) = 7.3× 107A4/3E5 (4.2)
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where E the is the gamma energy in MeV and A is the mass number
(A=12 in this case). One can see that lower multipoles are dominant. We
can compare the relative intensity of M1 transitions to E2 transitions

λ(M1)

λ(E2)
=

5.6× 1013E3

7.3× 107A4/3E5
= 2.8× 104E−2

γ (4.3)

It is clear from the above equation that increasing the gamma energy will
decrease the dominance of the M1 transition. If we take the highest energy
gamma transition of 15.11→7.65 MeV of Eγ =7.46 MeV, then we see that
M1 will still dominate over E2 by a factor of about 3750:1. We can therefore
assume that all γ decays will be dominated by M1 decay, except for the 11.83
MeV state, in which E1 will dominate. Now that we see that these γ decays
to positive parity states in 12C are essentially M1 transitions, we can explore
the parallels between these transitions and Gamow-Teller decays.

4.2.2 β-decays and γ-decays

Alburger and Wilkinson [AW72] show that the expected parallel between
Gamow-Teller β decay and M1 γ decay arises because the β-decay matrix
element has the same form as the part of the M1 matrix element that depends
on the nucleon spin. This was written in Equation 4.1 as

Γγ = (γσ + γl)
2,

where γσ and γl are the spin and orbital amplitudes, respectively. There-
fore

γl
γσ

=
1

µp − µn
〈f || τl || i〉
〈f || τσ || i〉

and since µp − µn ≈ 5, we can see that the γσ will dominate. In order
to compare experimental values of ft values and γ decay branching ratios
Alburger and Wilkinson derive the following relation:

Γγ(ft) =
1

3
E3
γ

e2

M2~c5
C(µp − µn)2(1 +

γl
γσ

)2ξ−1(ft)F (1 + δR)−1eV · sec (4.4)

where C takes into account the isospin couplings

C =

∣∣∣∣∣
(
Tf 1 Ti

T γz 0 −T γz

)/(
Tf 1 Ti

T βfz 1 −T βiz

)∣∣∣∣∣
2

(4.5)
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Table 4.3: B(M1) values for the di�erent �nal states populated in a γ-transition
from the 15.11 MeV state. The γ2

l obtained from the comparison to the β decay
of 12N and 12B are also shown

Final state Jπ ft valuea Γγ γ2
l

b B(M1) B(M1) (theory)

(MeV) (×104 s) (eV) (eV) (µ2
N) [AW72]c [Kan07]

12.71 1+ 0.81(3) 0.49(10) 0.06(4) 3.0(6) 2.9 2.5

10.3 (0+) 2.18(5) 0.55(10) 0.002(7) 0.43(8) � �

7.65 0+ 3.88(7) 1.8(3) 0.04(5) 0.37(7) � 0.014

4.44 2+ 14(2) 0.9(4) 0.01(3) 0.07(3) 0.0931 0.09

0.00 0+ 1.222(5) 36.9(8) 0.03(2) 0.92(2) 0.768 0.17
a The β-decay ft values are taken from [Hyl09a].
b The smaller value of the two possibilities.
c These value are shell model calculations from Cohen and Kurath

Tf and Ti is the �nal and initial isospin value for the γ-decay (numerator)
and β-decay (denominator). In both cases we have Tf = 0 since the isospin
of the states in 12C below the 15.11 MeV state is T=0. As for the isospin
of the initial state, we will always have Ti = 1 because in the 15.11 MeV
resonance is T=1 and the ground states of both 12B and 12N are also T=1.
Since 12C contains the same number of neutrons and protons, the projection
of isospin is T γz = 0 and also T βfz = 0. T βiz = 1 for 12N and T βiz = −1 for 12B.
So for example in the case of coupling of γ-decay in 12C with β-decay in 12N
we have:

C =

∣∣∣∣∣
(

0 1 1

0 0 0

)/(
0 1 1

0 1 −1

)∣∣∣∣∣
2

=

∣∣∣∣∣−
√

1

3

/√
1

3

∣∣∣∣∣
2

= 1 (4.6)

Now, with C = 1, and taking the following values from [AW72]; ξ−1=
(GA/GV )2 = 1.503, (ft)F = 3073 s, and the �outer� radiative correction
δR ≈ 0, we get

γ2
σft = 123E3

γ eV · s

We now have a formula where we can determine the spin part of the M1
matrix element from the ft value of the GT β decay. This allows us to isolate
the orbital part γl in Equation 4.1, which can then be compared to theory
in the future. Table 4.3 lists calculated values of γl and B(M1) values for
di�erent resonances in 12C. Assuming M1 transitions dominate, the B(M1)
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values are calculated from the partial widths given in Table 4.1 using the
following [BM75]:

Γγ = 1.76× 1013~E3
γB(M1)

where the partial width, Γγ is calculated from the branching ratios in
Table 4.1. This calculation assumes a transition to the ground state of Γγ0 =
(36.9±0.8) eV (the weighted average of [Ajz90, Che73, von00]), and a relative
branching ratio to the 4.44 MeV state of (2.3 ± 0.9)% [AW72]. Knowing the
branching ratio to the ground state is 92.7%-2.3%=90.4%, and that Γγ0 =
(36.9 ± 0.8), we can obtain the partial widths for the other states as shown
in Table 4.3.

The calculated B(M1) values are compared to theoretical calculations.
The B(M1) predictions of Cohen and Kurath in [AW72] are based on shell
model calculations, while the predictions from [Kan07] are based on the ab-
initio antisymmetrized molecular dynamics (AMD) approach. This is a clear
case where our experimental results can be directly compared to theory in
order to make more robust theoretical models.

4.3 α-branch of the 15.11 MeV and 12.71 MeV

resonance

4.3.1 α-branch of the 15.11 MeV resonance

Having extracted the γ branch of the 15.11 MeV state, it would be interesting
to determine the α branch as well. We know that it must be very small,
since the 15.11 MeV peak virtually disappears when the multiplicity four
condition is imposed on the data (Fig. 3.10). Determining the α branch of
the 15.11 MeV is especially di�cult due to the large background present in
the 10B(3He,pααα) reaction data. There are two di�erent methods we used
to try to determine the α branch, or at least provide an upper limit.

The �rst method was to look at the p+α multiplicity two coincidences.
In order to remove any contribution from p+12C coincidences we restricted
our search of the α particle to greater than 60° in the laboratory frame (the
heavy 12C nucleus is kinematically focused in the forward direction). The
p+α coincidence spectrum gives a clear signal of 500±100 events on top of a
background of about 4000 events, shown in Fig. 4.5. Simulations were used
to take into account the possible contribution from the γ-delayed 3α breakup
of the 15.11 MeV state, which gave 280±30 events. Therefore the leftover
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Figure 4.5: Excitation energy in 12C of p+α multiplicity two data from the
10B(3He,pααα) reaction showing evidence for a signal of α of the 15.11 MeV
state. The data is split into two regions in order to remove possible contri-
bution from p+12C coincidences. Red shows data where θlabα < 60° (forward
angles ) and in black is data with θlabα > 60° with contribution since. The red
data shows a clear peak at 15.11 MeV due to the contribution from p+12C
coincidences. However, the black data, where any possible contribution from
p+12C coincidences has been removed with the condition that the α particles
is restricted to laboratory angles greater than 60°, also shows a peak at 15.11
MeV, indicating the presence of a non-zero α-branch of the 15.11 MeV state.
The peak has been �tted with a Gaussian on a linear background.
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Figure 4.6: (a) 12C excitation energy obtained from the 10B(3He,pααα) reac-
tion. In red is data with no condition on multiplicity, and in black is data of
multiplicity four with requirements on energy and momentum conservation.
The dashed line represents the position of the 15.11 MeV, visible only in the
data with no conditions on multiplicity. (b) A blown-up part of the part (a)
from the region between 14 MeV and 16 MeV to better see the region of the
expected signal.

signal was 220±100, corresponding to a branching ratio of Γα/Γ=(2.8±1.2)%
(error is given for 1σ).

We can compare this value to the one given by [BZT74] and adopted in
the literature [Ajz90] of Γα/Γ=(4.1±0.9)%. Clearly this value is larger than
ours, but it is important to mention that [BZT74] did not account for the
0.32% γ branch to the 11.83 MeV state and the 1.4% γ branch to the broad
10.3 MeV state. Therefore if we remove the contribution of these branches
from their value, we arrive at Γα/Γ=(2.4±0.9)%, which is in good agreement
with our value.

The second method was to search for a signal in the multiplicity four
data. Figure 4.6(a) shows the 12C excitation energy spectrum from this data
with energy and momentum conservation requirements imposed in order to
eliminate contribution from γ-delayed 3α decays. Even if we focus in on the
region where we would expect to see a peak if the 15.11 MeV state decays
via alphas, as in Fig. 4.6(b), there is still no clear signal. However, if we
again assume a linear background as in Fig. 4.5, we can establish an upper
bound of a signal hiding in the background. Once we correct for the detection
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e�ciencies, we get an upper limit of 3.3% which is in agreement with our
estimate of the α-branch using the previous method.

4.3.2 α-branch of the 12.71 MeV resonance

Determining the branching ratio of the 12.71 MeV resonance is much easier
than in the case of the 15.11 MeV resonance. The branching ratios of the
12.71 MeV can be extracted directly from the observed ratio of α to γ decays
and from the detection e�ciencies derived from simulations. From table 4.1
we obtain the e�ciency corrected number of events for all γ-decays of the
12.71 MeV state to be 3/0.0040 + 4/0.0018 + 11660/0.139 = 86856 e�ciency
corrected events for γ-decays.

For the alpha decays, we continue the projection in Fig. 4.4(a) to include
the alpha decays of the 12.71 MeV state and obtain 22560 events. Using the
detection e�ciency obtained in Table 3.2 of 0.69%, we obtain a value of Γα/Γ
= (97.4±0.3)% and Γγ/Γ = (2.6 ± 0.4)% [Kir09], in agreement with Γγ/Γ =
(2.22 ± 0.14)% in [Ajz90].

4.4 A note on isospin mixing

Alpha-decay of the T=1, 1+ 15.11 MeV state would, in principle, violate the
conservation of isospin. However it was shown above that there exists a small
alpha-branch of the 15.11 MeV state which must be due to isospin mixing
with another state. It turns out that there is a T=0, 1+ state at 12.71 MeV
which must be mixing with the 15.11 MeV state. Perhaps the small alpha
branch in the 15.11 MeV state comes directly from the presence of a small
isospin 0 contribution due to mixing with the 12.71 MeV state. It would
then be interesting if we could somehow deduce the amount of mixing from
the alpha branch in the 15.11 MeV state. Similarly, if the Γα/Γ of the 15.11
MeV state is a result of mixing with the 12.71 MeV state, then perhaps we
can relate Γα/Γ of the 15.11 MeV state directly with that of the 12.71 MeV
state, so that Γα/Γ(15.11) = 1−Γα/Γ(12.71). These assumptions hold since
there are no other 1+ states in 12C in the energy range of these two.

In [Rei70] they consider the question of isospin mixing in these two 1+

states in 12C and write the following equations:

| 12.71〉 = α | T = 0〉+ β | T = 1〉
| 15.11〉 = β | T = 0〉 − α | T = 1〉
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where α2 +β2 = 1. We can then compare the alpha branches of the 15.11
MeV and 12.71 MeV states to the isospin mixing

θ2
α(15.11)

θ2
α(12.71)

=
β2

α2
(4.7)

where the θ2
α is the dimensionless reduced width and can be obtained from

the absolute particle widths Γα. The absolute α-particle widths Γα of the
15.11 MeV and the 12.71 MeV states are calculated from the relative widths
obtained in Section 4.3 and the tabulated widths of Γ(12.71) = 18.1 eV and
Γ(15.11) = 43.6 eV [Ajz90]. This gives us absolute widths of

Γα(12.71) = 17.6eV

Γα(15.11) = 1.2eV

To calculate the dimensionless reduced width, we have [Rei70]

θ2
α = Γα/(2kRPc ·

3

2
~2/µR2)

where Pc is the Coulomb penetrability, k is the relative momentum of
the α-particle and 8Be nucleus, and 3

2
~2/µR2 is the single-particle reduced

width. Since we are taking a ratio of these two values, all of the elements are
the same except for the penetrability which depends on the energy available
to the alpha particle. This comes to 15.11−7.275−3.06

12.71−7.275−3.06
= 4.775/2.375 ≈ 2, so

Equation 4.7 becomes

θ2
α(15.11)

θ2
α(12.71)

=
β2

α2
=

Γα(15.11)

2 · Γα(12.71)
= 0.0341 (4.8)

We can now determine α and β to be

α = 0.983, β = 0.182

resulting in an isospin impurity of β2 ≈ 3.3%, similar to the value of 3.5%
obtained in [Rei70]. Using this value for isospin mixing one could derive the
γ-branches for the 12.71 MeV and 15.11 MeV states. It is important to point
out that the isospin mixing numbers are based on many assumptions and
so the values must not be taken too seriously. However the idea behind the
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isospin mixing could in principle be applied to the 2+, T=1 state at 16.11
MeV in a similar manner. Since this state has a clear α-branch there must
be isospin mixing with a lower-lying 2+ state in 12C. The only known state is
a bound state at 4.44 MeV. However perhaps this could be used to con�rm
the presence of a lower-lying 2+ in the energy region of the 16.11 MeV state
and its properties. This would be something interesting to investigate and
can perhaps become another tool to search for the elusive 2+ rotational state
based on the Hoyle state discussed at length in Chapter 1.
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Calvin & Hobbes 5
Overview of 12C Resonances

The main goal of this work is to search for possible new states in 12C and to
gain a better understanding of known states. It is clear that in order to fully
understand the 12C spectrum and to disentangle the di�erent resonances,
it is important to use a more sophisticated method such as the R-matrix
formalism. The R-matrix formalism plays a crucial role in understanding the
broad structures underlying the 12C excitation spectrum, and a very detailed
analysis is necessary in order to fully disentangle the spins and parities of
the broad structures near the triple-alpha threshold in 12C as discussed in
[Hyl10]. The tools necessary for such an analysis are discussed in Section
5.3. However, we can still use a more simple approach if we wish to focus on
determining properties of non-interfering, narrow resonances.

Section 5.1 describes the procedure used to determine the properties of
such resonances, and a justi�cation is �rst given to ensure that using a Breit-
Wigner function to �t the resonances is valid. In Section 5.2 two particular
resonances of interest will be looked at in more detail using Dalitz plot, a
method that will also be introduced. Finally, as discussed above, Section 5.3
introduces R-matrix theory and describes a preliminary analysis where the
resonances in 12C were �t using the R-matrix formalism.

5.1 Determining the properties of 12C resonances

I will start by describing how to better determine the Jπ and the energy
and widths of resonances where possible, as well as to determine the partial
branching of natural parity states. Table 5.1 shows a list of the di�erent
resonances examined in detail in this work and gives which properties we
seek to improve upon. There are some cases in which our data will not
be able to improve over the literature values, e.g. widths for very narrow
resonances, energies for well-studied resonances, or states which were used
in the calibration. In fact resonances with well-de�ned energies were used to
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Table 5.1: Literature values [Ajz90] for energy, width, and Jπ of resonances
in 12C are given in the �rst part of the table. Possible improvements on the
properties of these states are listed on the right hand part of the table, as
well as which reaction data is used to study the particular resonance. The
Hoyle state at 7.65 MeV, the 12.71 MeV state, and the 16.11 MeV state have
assigned values for energy and width which could not be improved upon in
this analysis. The 9.64 MeV state and the 12.71 MeV state were used to
re-calibrate the level energies for the 11B target data, and the 16.11 MeV
state was also used to recalibrate the level energies for the 10B data. The
broad 10.3 MeV state needs to be studied with a more sophisticated approach
[Hyl10] than the one applied here. Partial branches of states of natural parity
(shown in bold) are also determined.

Ex (keV) Γ (keV) Jπ Energy Γ Target(s)

7654(0.12) 8.5(1)×10−3 0+ � � 11B,10B

9641(5) 34(5) 3− � yes 11B,10B

10300(300) 3000(700) (0+) � � 11B,10B

10844(16) 315(25) 1− yes yes 11B,10B

11828(16) 260(25) 2− yes yes 11B,10B

12710(6) 18.1(2.8)×10−3 1+ � � 11B,10B

13352(17) 375(40) (2−) yes yes 11B

14083(15) 258(15) 4+ yes yes 10B

16106(0.7) 5.2(0.2) 2+ � � 10B

20500(100) 300(50) (3+) yes yes 10B

re-calibrate the spectra.
The excitation spectra of 12C determined from the energy of the light-ion

(Eq. 3.2) from both the reactions with the 11B and 10B targets are reproduced
in Fig. 5.1. The spectra are analyzed by �tting the corresponding peaks to a
Breit-Wigner function. This approach is justi�ed since the known levels are
relatively narrow (Γ < 500 keV) and do not have any known interfering states
(states with the same Jπ) which could deform their peak shapes. However
there are broad resonances in 12C which may have the same spin-parities as
states we want to �t. There are several criteria which must be looked at
before continuing with this approach:

� No states nearby with the same spin-parity. There are no known
states in 12C with the same spin-parity as the states to be �tted us-
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Figure 5.1: Excitation energy of 12C from multiplicity four data for both the
11B and 10B target reactions. As previously discussed the 11B target reaction
data has a smaller Q-value so it only populates states in 12C up to 15 MeV in
excitation energy, while the 10B target reaction data populates much higher
excitation energies.
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ing this method. However there exists a possibility that broad states
with unknown spin-parity assignments may interfere with one of these
resonances. If this were true then the peaks we seek to �t would have
asymmetric peaks. This is not the case as seen in Fig. 5.5.

� Contributions from background. Background contribution could
be from di�erent reaction channels with the same multi-particle �nal
states or from very broad resonances in 12C. The issue of background
contribution from di�erent channels is discussed in Section 5.1.1. Back-
ground contribution from a very broad resonance would be slow-varying
so that the inclusion of a linear background is su�cient.

The energy and width of each resonance was determined �rst before ex-
tracting partial branches of the natural parity states. The �tting procedures
were similar yet in the case of extracting widths great care was taken to
take into account the di�erent resolutions of the detectors. The states in
12C which are su�ciently narrow and which do not have interfering states
were treated as a simple Breit-Wigner (Eq. 1.2) with a linear background.
The Breit-Wigner function was folded with a Gaussian distribution to sim-
ulate the experimental resolution which was especially important for narrow
states. In order to get independent determinations of properties, the data
was separated by reaction and by multiplicity, and the excitation energy was
determined by the primary ejectile. To extract widths and energies, the data
was also separated depending on where the primary ejectile was detected
since the resolution of the detectors vary depending on the detector. How-
ever, when determining the branching ratios of decay via the ground state of
8Be the data was not subdivided into detector or angle in order to maximize
statistics.

5.1.1 Determination of energy and width

Accurate values for the resolution were very important in �tting the 12C
spectra, especially for states with a width similar to the resolution (roughly
40 keV), and were therefore calculated for each state and at the di�erent
angular bins. The data was divided up into angular bins of 10° for each
DSSSD, where the angle is determined by the primary ejectile (proton or
deuteron, depending on the choice of target). This is signi�cantly larger
than the experimental angular resolution of ≈ 3°, and the choice of 10° was
made so as to have a signi�cant number of statistics while also taking into
account the dependence of the resolution on the angle.
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Figure 5.2: Detection resolution in keV as a function of energy and θCM .
(a) Data from the 11B(3He, dααα) reaction. The resolutions for DSSSD1
(forward angles) and DSSSD4 (backward angles) are shown. (b) Data from
the 10B(3He, pααα) reaction, showing resolutions for DSSD1 and DSSD4.
The 32×32 DSSSD1 has better resolution than the 16×16 DSSSD4 since
DSSSD1 has 2 mm strips compared to the 3 mm wide strips of DSSSD4. The
superior angular resolution gained by having more narrow strips is re�ected
in the �gures.

Experimental resolution

The experimental resolution is determined by the intrinsic detector resolu-
tion, the angular resolution, and energy losses from the angle of entry, so
there is a dependency on the energy and angle of the primary ejectile, and
on the detector. The total detection resolution for each resonance was cal-
culated for states with very narrow widths relative to the resolution (Γ< 1
keV), and then extrapolated to the peak energies. To determine the resolu-
tion in the case of the 11B target, the ground state, 4.4 MeV state, and the
12.71 MeV state were used for DSSSD1 and DSSSD2, while only the �rst two
were used for DSSSD3 and DSSSD4 since the 12.71 MeV peak is not seen
at backwards angles. In the analysis of the 10B(3He, pααα) data, only the
12.71 MeV and the 16.11 MeV states were used. The detection resolutions
applied to the 10B and 11B targets are shown in Fig. 5.2.
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CHAPTER 5. OVERVIEW OF 12C RESONANCES

Background contribution

When extracting the widths of states from the experimental spectra it is
very important that one has a good understanding of the background. The
complete kinematics allows us to remove most unwanted background and
random coincidences, yet it is not possible to completely remove contribution
from background channels with the same multi-particle �nal states (Sec. 3.3).
Both reactions have contributing background channels. The 10B target data
has the following channels

10B + 3He→


p+ 12C → p+ α + 8Be

α + 9B → α + p+ 8Be

α + 9B → α + α + 5Li
8Be + 5Li→ 8Be + p+ α

→ p+ 3α (5.1)

while for the 11B target the contributing channels are

3He + 11B→


d+ 12C → d+ α + 8Be

α + 10B → α + d+ 8Be
8Be + 6Li→ 8Be + d+ α

→ d+ 3α (5.2)

Fortunately, it is possible to remove some contribution from di�erent
channels. In the case of the 11B target data, we do not see the α+10B channel
since the emitted deuterons are not energetic enough to be seen in the ∆E-E
plot. Additionally, contribution from narrow states in 5Li and 6Li can be
removed by selecting on the regions shown in the Eαi versus Ep/d plots in
Figs. 5.3 and 5.4 for the 10B target and 11B target data, respectively. Since
the broad background states give a constant background for a constant Ep/d,
their contribution to the �ts are taken into account by assuming a linear
background.

Results on energy and width of the 12C resonances

The �ts for each data set are done individually for each detector over angular
bins of ten degrees. As an example, Fig. 5.5 shows some �ts to the 12C reso-
nances made to certain angles for the DSSSD1 from multiplicity three data in
the 11B(3He, dααα) reaction. Although the detector was divided into angu-
lar bins of ten degrees ranging from 10°-80° only four regions are displayed in
the �gure. The energy from the �t of the 9.64 and the 12.71 MeV resonance
was used to adjust the individual calibrations for each angular bin. The re-
sults of the values obtained for excitation energies are shown in Fig. 5.6 for
this same data set, while the results of the widths obtained for the DSSSD1
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5.1. DETERMINING THE PROPERTIES OF 12C RESONANCES

Figure 5.3: Multiplicity four data from the 10B(3He,pααα) reaction. The
data has been split into decay which proceeds via the ground state in 8Be
(left) and the rest (right), as explained in the text. Levels in 12C can be seen
as constant proton energies, and are seen in the projections in the top of the
Eαi versus Ep plot �gure. The contribution from the narrow ground state of
5Li is circled in black in the 8Be ground state branch. Similarly, in the plot
of decay via the 2+ of 8Be, the narrow 2.36 MeV state in 9B is circled in pink.
Both of these contributions have been removed when doing the �ts. There
are clearly structures from broader states visible in both plots which cannot
be fully removed.
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CHAPTER 5. OVERVIEW OF 12C RESONANCES

Figure 5.4: Multiplicity four data from the 11B(3He,dααα) reaction. As in
Fig. 5.3, the data has been split into decay which proceeds via the ground
state in 8Be (left) and the rest (right). It is clear from the projections of the
deuteron energies that the 12C excitation energy spectrum is cleaner than
that obtained in the reaction with the 10B target. The narrow 2.19 MeV
state in 6Li is circled in black on the left, and was removed when performing
�ts on the data.
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Figure 5.5: Excitation energy in 12C for di�erent CM angles of the deuteron in
the 11B(3He,dααα) multiplicity 3 reaction data. The Breit-Wigner function
folded with a Gaussian distribution �ts are shown for the 9.64, 10.84, 11.83,
and 13.35 MeV states.
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10B(3He, pααα) data set are shown in Fig. 5.7. The weighted average of the
values and the statistical errors are displayed in the �gures. However, the
errors do not take into account systematic errors due to possible background
�ts and to errors in the experimental resolution. A systematic error of 5 keV
was assigned to the excitation energies as determined by the adjustments
made when re-calibrating the spectra. The systematic errors of the widths
was determined individually for each state by varying the background models
(e.g. one degree versus two degree polynomial).

The average values for excitation energy and widths of the resonances in
12C for each target are given in Table 5.2 along with both the systematic and
statistical errors. Only DSSSD1 was used to determine the width of the 9.64
resonance since it had the best experimental resolution of the four detectors.
This is a result of the superior angular resolution and can be seen in Fig.
5.2.

The �nal values for excitation energies and widths resulting from aver-
aging over the two targets are given in Table 5.3. To determine the errors,
�rst the total error σ was assigned for each target value from the relation

σ =
√
σ2
stat + σ2

syst. The weighted error was corrected for overdispersion

where necessary as follows:

σx̄ =

√
1∑

(1/σi2)

1

(n− 1)

∑
n

(xi − x̄)2

σ2
i

(5.3)

The values for the excitation energy of the di�erent 12C resonances given
in Table 5.3 are within error of the literature values, with the exception of the
13.35 MeV state. However there are cases where the width of the resonances
have substantial deviations from literature values. The width of the 3− 9.64
MeV state is larger than that given in the compilation of [Ajz90], although
the value we obtain agrees very well with the value of Γ = 42(3) keV in
[Fre09]. The very large deviation between for the width of 13.35 MeV state
375(40) keV in [Ajz90] versus our value of 427(18) keV could be accounted for
by the fact that the literature value [Ajz90] is averaged over many di�erent
values: 500±80 keV [RRP71], 290±70 keV [Wag66], 430±100 keV [BDE62],
355±50 keV [SB65], 700±100 keV [HM61].

5.1.2 Partial branches

The advantage of having the individual alpha energies is that it allows us
to separate the decay path of the alpha particles through 8Be by using the
invariant mass technique (Sec. 3.5.1). The gate imposed on the α − α
relative energy was from 0-230 keV in the case of the multiplicity three data,
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Figure 5.6: Experimental values of the excitation energy in 12C versus θCM
for DSSSD1 in the multiplicity three 11B(3He,dααα) reaction data. The av-
erage value over the di�erent angles and the associated error are shown for
each resonance. The 9.64 MeV state was used to re-calibrate the spectra at
each angular bin. Only three angular bins are used to determine the excita-
tion energy of the 13.35 MeV resonance since at higher angles the intensity
decreases.
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CHAPTER 5. OVERVIEW OF 12C RESONANCES

Figure 5.7: Widths and errors of the 9.64, 10.84, 11.83, 13.35, 14.08, and
20.5 MeV resonances in 12C versus θCM for DSSSD1 in the multiplicity three
10B(3He,pααα) reaction data (the widths for the 13.35 MeV resonance are
taken from the multiplicity three 11B(3He,dααα) data set). The values are
averaged over the angular bins for each DSSSD, and then averaged over the
di�erent DSSSDs.
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Table 5.2: Both statistical errors and systematic errors are given. The sys-
tematic errors in the energy determination is determined by the calibration
error in the determination of the resonances at 9.64 MeV, 12.71 MeV, and
16.11 MeV. The systematic error for the width is determined by the uncer-
tainty in the experimental resolution for the 9.64 MeV state, and by di�er-
ences attributed to the e�ect of the background for the other states.

Ex 12C target Ex σstat σsyst Γ σstat σsyst

(MeV) (keV) (keV) (keV) (keV) (keV) (keV)

9.64 10B � � � 44.6a 0.9 5b

9.64 11B � � � 43.2a 1.4 5b

10.84 10B 10826 2 5 272 10 5

10.84 11B 10838 1 5 276 5 10

11.83 10B 11821 2 5 246 7 10

11.83 11B 11839 1 5 242 5 6

13.35 11B 13307 7 5 427 15 10

14.08 10B 14074 1 5 250 7 9

20.5 10B 20559 1 5 252 5 14
a Only DSSSD1 was used to determine the width due to the
better experimental resolution (see Fig. 5.2).

b The assigned systematic error of 5 keV is determined exclu-
sively from the error in the experimental resolution of 2 keV,
which accounts for an uncertainty of 5 keV.

127



CHAPTER 5. OVERVIEW OF 12C RESONANCES

Table 5.3: New values obtained for the energy and width of resonances in
12C. Unless otherwise noted, the literature values of Jπ, Γ, and Ex are taken
from [Ajz90]. The energy of the 16.11 MeV state and the 9.64 MeV state were
�xed. The results are preliminary, and the �nal results will be published in
[Alc10].

Ex 12C (keV) Jπ Γ (keV) Ex (keV) Γ (keV)

this work this work

9641(5) 3− 34(5) � 44(4)

10844(16) 1− 315(25) 10833(9) 274(7)

11828(16) 2− 260(25) 11830(13) 243(6)

13352(17) (2−) 375(40) 13307(8) 427(18)

14083(15) 4+ 258(15) 14074(5) 249(11)

20500(100) (3+) 300(50) 20559(5) 252(15)

and between 40-150 keV in the multiplicity four data set (recall the ground
state is situated 92 keV above the 2α threshold).

The method used above to determine widths and energies of the peaks was
similarly used to determine the partial branches of the states of natural parity.
However in this case the data was not divided into di�erent angular bins so
as to accumulate more statistics. In addition, the branching ratios need to be
corrected for the detection e�ciency of the setup. Including the sequential
breakup of the resonances both through the ground state and through the
broad 2+ state was done through the use of Monte Carlo simulations (Section
3.4) in a similar manner as in Section 4.1.1. In the case of breakup through
the 2+ state in 8Be, the particles were assumed to breakup into the available
phase space.

E�ciency correction

To correct the branching ratios for the detection e�ciency, the �rst step was
to use the simulations to determine the e�ciency for detecting decay through
the 0+ and 2+ state in 8Be. The angular distribution expected for the alpha
particles depends on the intermediate decay state, here 8Be(0+) and 8Be(2+),
so the detection e�ciency will be di�erent for each case. This was taken into
account by simulating a 100% decay through the ground state for a given
resonance, and then calculating the branching ratio to the ground state, e�0.
The same was done to determine the e�ciency of the branching ratio to decay
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via the 2+ state in 8Be, e�2. This will take into account all factors associated
with the determination of decay through the di�erent states in 8Be, such as
detection e�ciency and the e�ect of the size of the gate on the 8Be ground
state.

To correct for e�ciency one needs to correct the number of counts ob-
tained in the data for decay via the 0+ state (N0) and the decay via the
2+ state (N2). To determine the number of counts corrected for e�ciency
going through the 0+ state ( N′0) and 2+ state (N′2), we have the following
expressions

N ′0 · e�0 +N ′2 · (1− e�2) = N0 (5.4)

N ′0 · (1− e�0) +N ′2 · e�2 = N2 (5.5)

N ′0 +N ′2 = N0 +N2 (5.6)

Therefore the �nal e�ciency corrected ratio for decay via the 0+ state in
8Be is N ′

0

N ′
0+N ′

2

Correction for penetrability

The branching ratios also were corrected for the presence of the ghost of
the ground state in 8Be (the blown-up tail at high energy). As in the case
of the Hoyle state (Section 1.3), the ground state of 8Be is near threshold
and its shape will be deformed in a similar manner as the Hoyle state (Fig.
1.6). If a gate is placed on the ground state peak at 92 keV, then a decay
through the blown-up tail of the ground state will be regarded in the analysis
as decaying via the 2+ state in 8Be and the branching ratio determined for
decay through the ground state in 8Be will be lower. However when making
these corrections the assumed nuclear radius of the 8Be+α system will have
an e�ect on the shape of the ghost peak.

The radius of the system is de�ned as the channel radius, ac = r0(A
1/3
1 +

A
1/3
2 ) where A1 is the the number of nucleons in the alpha particle and A2

is the the number of nucleons in 8Be. The choice of r0 can vary the shape
of the ghost and therefore a�ect the extracted branching ratios. This can be
better understood schematically in Fig. 1.7, where increasing the value of
the nuclear radius, r0, will reduce the Coulomb radius so that the tunneling
probability will increase, which will increase the penetrability. Increasing
the penetrability, as seen in Eq. 1.2, will increase the probability of decay
and hence the intensity of the peak. This increase in intensity will a�ect the
decay to both the ground state peak at 92 keV in 8Be as well as the higher
energy tail, but will have a larger e�ect on the decay to the 92 keV peak. A
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Table 5.4: Branching ratios of natural parity resonances in 12C to the ground
state of 8Be. The branching ratios are shown with and without correcting
for the decay via the ghost of the 8Be ground state (with r0 = 2 fm for 8Be).
The alpha-decay width to the ground state of 8Be is calculated from the new
values for the widths given in Table 5.3 and from the branching ratios. Note
that the e�ect of including the ghost signi�cantly increases the e�ciency
corrected branching ratios of the lower-energy excited states.

Ex 12C Jπ B.R. % B.R. % B.R. % Γα0

(MeV) (no corr.)a (corr.)b (literature) (keV)

9.64 3− 96.3(1) 99.5(6) 97.2[Fre07] 32(2)

10.84 1− 94.7(5) 99.4(6) � 249(2)

14.08 4+ 22.8(2.0) 24.2(2.0) 17(4)c 50(11)

16.11 2+ 5.6(1) 6.4(1) 4.4d 0.3(1.0)e

a Branching ratios are to the ground state of 8Be. This does
not include the e�ects of decay through the ghost.

b Branching ratio to the ground state of 8Be, with the e�ect
of the ghost peak included.

c Ref. [Fre07] gives the branching ratio of 17% and [Cau91]
gives a value of Γα1/Γ=0.83 ± 0.04, corresponding to
17(4)% as well.

d Ref. [Ajz90] gives Γα0 = 0.29 keV and Γα1 = 6.3 keV
e Using the tabulated value of Γ=5.3 ± 0.2 keV from
[Ajz90]. This value doesn't include the small proton and
gamma widths (Γp = 0.02 keV and Γγ = 13 eV).

choice of a smaller radius will have the opposite e�ect. Clearly the choice of
too small a radius will overestimate the branching ratio, while too large of a
radius will underestimate the correction. Therefore the choice of radius was
to use the recent value of [Hyl10], with ac = 4.5 fm (corresponding to a value
of r0 ≈ 1.25 fm.

We can deduce the reduced width to the 8Be ground state, Γα0, from the
partial branches and widths shown in Table 5.3, and the obtained branching
ratios of decay to the 8Be ground state. Table 5.4 shows the branching
ratios, corrected for the e�ect of the ghost peak of the 8Be ground state,
and the extracted partial branches to the ground state Γα0 of natural parity
resonances in 12C. To calculate Γα0 for the narrow 16.11 MeV state the width
of Γ=5.3 keV was taken from [Ajz90]. These values can then be compared
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to spectroscopic factors from shell model calculations. More detailed results
will be given in [Alc10].

5.2 Closer look at some of the 12C resonances

The previous section looked at known resonances in 12C and assigned val-
ues obtained in this work for widths and excitation energies where possible.
There are some particular states which deserve a closer look. For example,
there are cases where some properties of a resonance, such as the Jπ, are
not well understood or have been recently called into question. Dalitz plots
are an excellent tool to understand and determine the Jπ of resonances in a
three-body breakup.

5.2.1 Dalitz plots

Dalitz plots provide a very useful method for representing the phase space
of a 3-body breakup. It was originally developed by R.H. Dalitz [Dal53] in
1953 as a means to represent the decay of the K-meson (formerly known as
the τ meson) into three pions. It provides a way to represent 3-body decay
onto a scatter plot by exploiting the fact that the decay can be described
using only two variables.

Let us take a nucleus X with mass MX which decays into 3 identical
particles (in our case it is 12C decaying into three alpha particles). The decay
amplitudeM is limited only by the spin, isospin, and parity of the �nal state,
and is governed by Bose statistics since alpha particles are identical bosons.
It can be thought of as a sum of the products of these properties, namely

M =
∑

MIMFMJπ

where MI carries the isospin dependence, MJπ carries the spin and par-
ity dependence, and MF carries the energy-momentum dependence. The
momenta and energy of the three alpha particles must obey the following
conservation laws

E1 =
√
m2
αc

4 + p2
1c

2

−→p1 +−→p2 +−→p3 = 0

E1 + E2 + E3 = m12Cc
2

where the energies of the three alpha particles is the rest mass of 12C
since this is calculated in the CM frame of the 12C breakup. Because we are
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Figure 5.8: Dalitz plot showing available phasespace due to momentum and
energy conservation. The triangle in red shows the kinematically allowed
region due to energy conservation, while the green circle shows the available
region due to momentum conservation. In blue is shown an example of a
possible event.

dealing with three identical particles in the �nal state, we can take advantage
of the symmetry so that the momentum and energy variables of the three
alpha particles can be expressed in terms of the variables of any two particles.
Therefore MF can be expressed only as a function of the energy, so that the
density of the Dalitz plot is proportional to

D =
∑
|M |2

which gives the key as to why Dalitz plots are so powerful. We can plot our
experimental data in such a way that we �t the individual alpha particles
energies in an equilateral triangle as shown in Fig. 5.8. The intensity is
constrained inside the triangle due to energy conservation, and inside the
circle due to momentum conservation. The �nal state is thus de�ned by only
one point on the circle. A pure phase space distribution would give a uniform
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Figure 5.9: Regions of vanishing density shown in black in a Dalitz plot for
several Jπ states in 12C due to conservation of spin and parity. The �gure
has been adapted from [Zem64].

Dalitz plot. Any deviance from a uniform distribution could be due to one
of two occurrences:

� Angular momentum and parity conservation, as well as boson symme-
try.

� Interactions between the particles determined by the decay mechanism.

Both structures are independent of each other, and are discussed in more
detail below.

Role of symmetries

Zemach [Zem64] explored the role of symmetries in a three-pion decays and
found that using Bose statistics and constraints from spin, parity, and isospin
conservation forces regions of the Dalitz plots to vanish. The formulation
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Figure 5.10: Dalitz plot illustrating the regions of expected intensity if the
decay proceeds sequentially through the broad 2+ state in 8Be.

used by Zemach and the conclusions he made on the Dalitz plot can be ap-
plied to the breakup of 12C into three alpha particles provided the di�erence
in parity between the pion and the alpha particle are taken into account.
Figure 5.9 is taken from [Zem64] and adapted to �t the case of three-particle
alpha decay. It shows the regions of vanishing density for di�erent Jπ states
in 12C.

Sequential model

The vanishing regions of a Dalitz plot are independent of decay mechanism,
meaning they will be present in a decay following the sequential mechanism
or the direct mechanism. A direct decay will give no additional features in a
Dalitz plot. However, if the decay proceeds sequentially, then new features
will arise simply from kinematics. If Eα1 gives the energy of the �rst alpha
particle and E2−3 the energy of the intermediate nucleus (in this case 8Be)
then this will show up as a horizontal band of constant energy as in Fig. 5.10.
There are three bands due to the three-fold symmetry. Similarly, the width
of this band is determined by the width of the intermediate state. These
�gures will vary depending on the 12C state investigated since the energy of
the 8Be will depend on the Q-value of the reaction.

5.2.2 Dalitz plots for 12C resonances

The Dalitz plots are obtained experimentally by �rst removing the contribu-
tion to the states which decay through the ground state of 8Be. A narrow
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16.11 MeV 2+11.83 MeV 2- 12.71 MeV 1+ 13.35 MeV 4- 14.08 MeV 4+

Figure 5.11: Dalitz plots for several states from the 10B(3He,pααα) reaction
data. The Dalitz plot for the 9.64 MeV states and the 10.84 MeV states are
not shown due to their low statistics (these are natural parity states which
decay primarily through the ground state of 8Be). The plots for the di�erent
states can be compared to the expected regions of vanishing density due to
symmetry constraints shown in Fig. 5.9.

gate is then placed for each resonance and the alpha energies are transformed
to construct the Dalitz plot. Fig. 5.11 shows Dalitz plots for several reso-
nances in 12C from the 10B(3He,pααα) reaction data. The plots shown have
features which are a result of both the symmetry constraints and the reac-
tion mechanism. There are some speci�c resonances which deserve a more
detailed look, and are discussed below.

5.2.3 12.71 MeV State, Jπ = 1+

The breakup of the 1+ 12.71 MeV resonance provides an ideal case for deter-
mining the reaction mechanism. The question of whether the decay proceeds
sequentially through the �rst excited state of 8Be or if it decays directly into
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Figure 5.12: (a) Region of expected intensity assuming a sequential decay in
the Dalitz plot of the 12.71 MeV state, and (b) regions of vanishing density in
the Dalitz plot of the 12.71 MeV state due to symmetry constraints. (c) Dalitz
plot of the 12.71 MeV state for the 10B(3He,pααα) reaction data and (d) the
11B(3He,dααα) reaction data. Note the greater presence of background in
(c) than in (d).
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three alpha particles have surprisingly similar consequences on the shape of
the individual alpha spectrum. The alpha spectrum of the breakup of the
12.71 MeV resonance measured in the reaction 13C(3He,α)12C∗ [BZT74] was
analyzed assuming both direct decay [Kor90] and sequential decay taking
into account Bose symmetry e�ects [BZT74] with moderate success. The
case of the breakup of the 12.71 MeV resonance is still under debate, as it
has recently been cited as an example of direct decay [Gri00, Gri01] and de-
termined experimentally as an example of a sequential decay [Fyn03]. The
latter measured the breakup of the 12.71 MeV resonance in complete kine-
matics from the β-decay of 12N in order to better understand the decay
mechanism. Fynbo et al. [Fyn03] compared their data to Monte Carlo sim-
ulations based on three models: direct breakup following the formulation of
Ref. [Kor90], and sequential with and without Bose symmetry interference
e�ects, following the work of Ref. [BZT74]. The model of sequential de-
cay including the interference e�ects was determined to best reproduce their
data. However some recent work based on direct breakup in a cluster model
picture of three alpha particles was similarly successful in reproducing their
experimental data [Alv07a]. Therefore the question of whether the 1+ 12.71
MeV still remains unanswered and is di�cult to answer [Fyn09].

Dalitz plots provide a very useful manner to see the di�erences in these
models and how they �t with the data. In fact symmetry constraints in the
breakup of the 12.71 MeV give rise to very unique features in the Dalitz plot
as seen in Fig. 5.12. In this �gure the Dalitz plot from the 11B(3He,dααα)
reaction data provides the cleanest spectrum due to the lower background
in this data set. This plot was used to compare to two di�erent models
discussed below: two descriptions of democratic decay, based on the work of
Ref. [Kor90] and the newer work on the cluster model in Ref. [Alv07a], and
sequential decay based on the work of Ref. [BZT74]. The calculations of
the di�erent models were processed through the simulations to account for
detection e�ciencies.

Democratic decay

The democratic decay model proposed in [Kor90] and used in [Fyn03] has a
probability of decay de�ned by:
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d3P

dEαdΩαdΩα−α
=

215

337πQ
0.1429x1/2(1− x)1/2×{

2.4492x2(1− x)2(36x2 − 36x+ 63
8

)2K2222
1 (θ)

−2.449 · 12x3(1− x)3(36x2 − 36x+ 63
8

)K2244
1 (θ)

+36x4(1− x)4K4444
1 (θ)

}
(5.7)

where:

� Q = E1 + E2 + E3= the available energy

� x = E1M
Q(m2+m3)

= 3E1

2(E1+E2+E3)
, with M = m1 +m2 +m3

� x1/2(1− x)1/2 is the phase-space factor

� The �rst term in the brackets corresponds to decays with lα−α =
lα−αα = 2, the third term to decays with lα−α = lα−αα = 4, and the
middle term corresponds to the interference of the two.

� The angular correlation functions, where θ is the angle between one
particle and the relative momentum of the other two, are

K2222
1 (θ) = (15

32
π2) sin2(θ) cos2(θ)

K2244
1 (θ) = (15

64
π2)
√

3/2 sin2(θ) cos2(θ)(7 cos2(θ)− 3)

K4444
1 (θ) = ( 45

162π
2) sin2(θ) cos2(θ)(7 cos2(θ)− 3)2

Equation 5.7 is then put through the simulation program to take into
account the detection e�ciencies of the setup. The interference term between
the two lower order terms of l arises since alpha particles are identical bosons.
This is also taken into account in the modelling of the sequential decay.

The model used in Ref. [Alv07a] uses the hyperspherical adiabatic ex-
pansion method with complex scaling [Nie01, Fed03]. It is similar to that
used above except that it incorporates Coulomb repulsion. This inclusion of
Coulomb e�ects has a large e�ect on the distribution of the alpha particles.
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Sequential decay

The sequential decay model proposed in [BZT74] and used in [Fyn03] uses a
sequential R-matrix model (see Section 5.3 for a detailed explanation of the
R-matrix model) with interference e�ects taken into account in the order of
emission of the three alpha particles since it is not possible to distinguish
which particle is emitted �rst. The amplitude of emission of one of the alpha
particles α1 with angles (Θ1,Φ1) in the 12C center of mass frame, and a
second alpha particle α2 with angles (θ2, φ2) in the 8Be center of mass frame,
is de�nes as:

f =
∑
mb

(lma −mbjbmb|jama)Y
ma−mb
l (Θ1,Φ1)Y mb

l′ (θ2, φ2)

[(Γ1/
√
E1)(Γ2/

√
E23)]1/2ei(wl−ϕl)ei(wl′−ϕl′ )

E0 − γ2
2 [Sl′(E23)− Sl′(E0)]− E23 − 1

2
iΓ2

(5.8)

where:
ja= spin of the state in 12C
jb= spin of the state in 8Be
l= orbital angular momentum in the decay 12C → α+8Be
l'= orbital angular momentum in the decay 8Be → 2α
Γ1= partial width for the decay 12C → α+8Be
Γ2= partial width for the decay 8Be → 2α
E1= energy of the �rst emitted alpha particle in the 12C center of mass sys-
tem.
E23= relative energy of α2 and α3

E0= resonance energy of the 2+ of 8Be
wl − ϕl= Coulomb minus the hard sphere phase shift corresponding to the
two particles scattering
Sl'= R-matrix shift function which depends on the choice of r0. It is found
from the Coulomb wave functions.

The correlation between α1 and α2 is given by Eq. 3.9. Since the three
alpha particles are identical bosons, the �nal decay amplitude is obtained by
symmetrizing in the coordinates of the three alpha particles, then squaring,
and �nally averaging over the projections of spin of the initial state, ma =
−1, 0, 1, giving:

W =
∑
ma

(f1 + f2 + f3)2 (5.9)
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(a) Data
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(b) Cluster model
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(c) Democratic
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(d) R-matrix

Figure 5.13: (a) Dalitz plot of the 12.71 MeV resonance taken from the
11B(3He,dααα) reaction data. (b) The Dalitz plot using the alpha spectrum
from cluster model calculations [Alv07a]. (c) Dalitz plot where the alpha
particles are simulated assuming a democratic decay using Equation 5.7. (d)
Dalitz plot in which the alpha particle energies are calculated assuming a
sequential decay given by Equation 5.8. Both the democratic decay model
and to a lesser extent the cluster model have the density more spread out
at the outer regions. Referring to Fig. 5.12(a) sequential decay con�nes the
data in this region, as seen in (d), while the regions in (b) and (c) tend to only
be governed by symmetry constraints as in Fig. 5.12(b). The more spread
out density seen in the cluster model (b) is consistent with the inclusion of
Coulomb e�ects in their calculations and results in a better �t to the data.
The data most closely resembles the sequential model with Bose symmetry
e�ects included (d).
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5.3. R-MATRIX ANALYSIS

The results of the simulations of both the sequential model and direct
decay model are given in Fig. 5.13 along with the Dalitz plot of cluster model
calculations. The sequential model most closely resembles the data. However,
by changing the parameters of the α−α interactions the direct decay model
[Fyn09] is also able to reproduce the experimental results. The conclusion
given in Ref. [Fyn09] is that the alpha particle distribution of the breakup
of the 1+ 12.71 MeV resonance is mostly determined by symmetry e�ects,
meaning the decay mechanism has little e�ect on the �nal distribution of
the alpha particles. In addition, the picture of direct decay versus sequential
decay becomes muddled when the intermediate resonance is very short-lived,
as in the case of the 2+ 8Be resonance.

5.2.4 13.35 MeV State, Jπ = (2−)

The 13.35 MeV state has a debated Jπ assignment. Ref. [Ajz90] lists it ten-
tatively as a 2−, though a footnote listed as private communication gives a
most likely assignment of 4−, and a recent article using angular correlations
in the 12C(12C, 3α)12C reaction [Fre07] lists possible values as 2−, 3+, and
4−. Clearly this resonance is of unnatural parity since it has no decay width
through the ground state in 8Be (see Fig. 3.19). To gain insight into the
spin-parity of this resonance Dalitz plots are very useful. Figure 5.14 shows
the Dalitz plots obtained in our data compared to expected regions of van-
ishing density in black for the case of a 2− and a 4− state. The comparison
unambiguously supports a spin-parity assignment of 4−, in agreement with
calculations performed using the cluster model [Alv08] described above.

5.3 R-matrix analysis

In Section 5.1 the resonances in 12C were �t using a Breit-Wigner distribu-
tion. This simpli�cation was justi�ed for the states studied there since they
were su�ciently narrow and they had no known interfering states (states
with the same Jπ) with similar energy. However one goal of this analysis was
to search for possible new states and to gain a better understanding of the
broad resonance(s) in the region ∼10 MeV. To fully understand the broad
resonance(s) in that region it is absolutely necessary to use a more sophis-
ticated technique such as the R-matrix formalism [Hyl10]. This section will
focus on using the R-matrix formalism to attempt to disentangle the broad
resonances in 12C. However before performing �ts using the R-matrix method
it is important to gain a full understanding of possible background contri-
butions to the spectra. This is essential, as without a good understanding

141



CHAPTER 5. OVERVIEW OF 12C RESONANCES

(a) Jπ=4− (b) Jπ=2−

(c) 10B(3He,pααα) reaction data (d) 11B(3He,dααα) reaction data

Figure 5.14: Dalitz plot of the 13.35 MeV state for (c) 10B(3He,pααα) reac-
tion data and (d) 11B(3He,dααα) reaction data. The top two �gures show
the expected regions of vanishing density due to symmetry constraints for
a 4− (a) and 2− (b) state. In the case of the 2− (as well as the 3+ in Fig.
5.9) there should be no intensity in the center of the Dalitz plot. Only a
Jπ=4− �ts with the presence of intensity in the center of the Dalitz plot of
the obtained data.
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on the background present in the data, we cannot conclude anything sub-
stantial about possible new resonances. The �rst step is then to reduce the
background as much as possible, as discussed in Chapter 3. However we still
have contributing reactions with the same �nal state particles which can-
not be easily removed. To this e�ect, the 11B(3He,dααα) reaction has less
contributing background than the 10B(3He, pααα) reaction. The following
analysis will therefore concentrate on the former reaction.

5.3.1 Understanding the background contribution

There are several possible channels which will contribute to the background
of the 12C excitation spectrum in the 11B(3He,dααα) reactions listed in Eq.
5.2. The Q-value for the α+10B channel is 9.12 MeV, and the threshold for
deuteron emission is 6.03 MeV. The highest state populated in 10B which can
emit a deuteron is the 8.07 MeV state. Therefore the available energy for the
deuteron is only ≈1.7 MeV in the center of mass. A deuteron with this energy
will be completely stopped in the DSSSDs, and will not be selected in the
∆E-E plot. Therefore the α+10B channel does not contribute to background.

The 8Be+6Li channel is a di�erent matter. In this case there are several
contributing states in 6Li which can emit a deuteron:

8Be(gs) + 6Li(3+)
8Be(gs) + 6Li(2+)
8Be(gs) + 6Li(1+)

8Be(exc) + 6Li(3+)
8Be(exc) + 6Li(2+)
8Be(exc) + 6Li(1+)

The 3+ state is a narrow resonance (Γ=24 keV) situated at 2.19 MeV.
This state can easily be identi�ed in Fig. 5.4, so that its contribution can
be removed. Unfortunately, the 2+ 4.31 MeV state and the 1+ 5.65 MeV
resonances in 6Li are much broader (Γ=1.3 MeV and 1.5 MeV, respectively)
and cannot be easily removed. Since the contribution to the 12C excitation
spectrum from these states cannot be removed, the channels are simulated
and the resulting spectra are �t using a 6 degree polynomial which is then
included in the �nal �t of the 12C spectra with only the intensity as a free
parameter. However in order to include the contributions from the broad
6Li states as a constant background which only varies in intensity, a critical
assumption must be made. If the contribution of any of these states to the
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Figure 5.15: Normalized angular distribution of the deuteron in the CM
system with respect to an isotropic distribution. This distribution is from
the 8Be(gs)+6Li(3+) channel. The distribution varies at most by a factor
of two from an isotropic distribution. Given that the 3+ state in 6Li has a
large angular momentum value we deduce that this is formed in a compound
reaction, which gives us con�dence that the deuterons from 6Li are emitted
isotropically.

12C spectrum varies with the angle of the emitted deuteron, then this method
will not work because the contribution would no longer be constant. In other
words, since the angular distributions of the deuterons cannot be determined
by �tting the broad 6Li states, if the deuterons emitted from this channel are
non-isotropic, then the contribution to 12C cannot be �t as just a background.

In order to treat the 6Li background as a constant in the �nal �t of
the 12C spectrum, it is necessary to prove the assumption that the angu-
lar distribution of the emitted deuteron is isotropic. This is �rst done by
studying the possible reaction mechanism for the 8Be+6Li channel. As dis-
cussed in Section 2.1.1, a direct reaction and a compound reaction give very
di�erent angular distributions. In fact, while a direct reaction would give a
non-isotropic angular distribution, a compound reaction would give more or
less an isotropic distribution of the emitted particles. If this were a direct
reaction, then it would involve the transfer of a triton from the 11B target
to the incoming 3He beam. This seems very unlikely, although if 11B is seen

144



5.3. R-MATRIX ANALYSIS

as a cluster of two alpha particles and a triton this could increase the cross
section for this reaction. We can look for an indication of either of these
reaction mechanisms by looking at the angular distribution of the narrow
6Li(3+) channel.

Figure 5.15 shows the normalized angular distribution of the deuteron in
the center of mass system gated on the narrow 6Li(3+) state and the ground
state of 8Be. Normalized means that the experimental angular distribution
has been divided by a Monte Carlo simulation which assumes an isotropic
angular distribution. In the �gure one can see that the deuteron is emitted
almost isotropically, with a much smaller variation in angle than seen for
the 12C channel as shown in Fig. 3.14. Considering also that the 3+ state
would be expected to deviate more from an isotropic distribution than the 2+

and 1+ states due to the higher angular momentum transfer, we can safely
assume that the contribution from the 6Li in the 12C spectra does not vary
with angle.

5.3.2 Fitting procedure

The �rst step in the �tting procedure is that only the data of the 12C ex-
citation spectra which decays through the ground state of 8Be is selected.
Similar to the procedure outline in Section 5.1, the 12C excitation energy
spectra is then separated into four angular bins of the deuteron in the center
of mass, with θd(CM) from 0°-60°, 60°-100°, 100°-140°, and 140°-180°. The
next step is to perform Monte Carlo simulations of the 8Be(gs)+6Li(1+) and
8Be(gs)+6Li(2+) channels. The contribution which these channels give to the
excitation energy spectra of 12C is then quanti�ed by �tting the curve to a 6
degree polynomial in the four di�erent angular bins, giving two polynomial
functions in each angular bin (one for each state in 6Li). The two obtained
6 degree polynomial functions are then included in the �nal �t of the 12C
spectra where the only varying parameter is the intensity of each polynomial
function. An upper limit on the intensity of the 6Li contribution from the 1+

and 2+ states can be established as shown in Fig. 5.16. In this �gure the data
is shown in black, and the contribution to the 12C excitation energy spectra
from the 6Li(1+) channel and the 6Li(2+) channel is shown in blue and red,
respectively. The red and blue curve are each �t to a 6 degree polynomial
function to be included in the �nal R-matrix �t. The contribution of the 6Li
channels shown in Fig. 5.16 is the maximum possible contribution, so that
in the �nal R-matrix �t performed at each angular range this upper limit is
placed on the intensity of both the polynomial functions corresponding to the
6Li(1+) channel and the 6Li(2+) channel. The 12C excitation energy spectra
shown in black is still the �nal spectra to be �tted, however. Corrections for
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detection e�ciency have not yet been included.

Detection e�ciency

The normal procedure to account for the di�erence in detection e�ciency
would be to put the reaction through the Monte Carlo simulations as de-
scribed in Section 3.4. Unfortunately this will not work when we want to
perform an R-Matrix �t with e.g. interfering states. Therefore the detection
e�ciency must be taken into account in the 12C spectra prior to the �nal �ts.

The detection e�ciencies are determined by simulating many narrow
states for di�erent energies and angles, and then extracting the e�ciency
as a function of angle and energy. This is then multiplied by the spectrum
before performing the �nal �t. To determine the detection e�ciency, the
simulated energies were done in steps of 125 keV, from 7.5 MeV up to 15.375
MeV, but were separated into two di�erent regions at 9 MeV. Energies above
9 MeV are divided into angular bins of 5°, while energies below 9 MeV are
divided into angular bins of 2°. The reason for this very �ne angular binning
at low energies is the large dependence of the e�ciency on the angle for low
energies.

In Appendix A, Figs. A.1 and A.3 show the detection e�ciency of 12C
for di�erent angles and energies above 9 MeV (starting at 9.25 MeV). Here
the angular binning was of 5°. Figures A.5, A.7 and A.9 show the e�ciency
for 9.25 MeV and below. In this case the angular binning is of 2°. Note the
large changes in e�ciency for very small changes in angle as compared with
Figs. A.1 and A.3.

The e�ciency corrected plots are then extracted from the detection e�-
ciencies, the e�ect of which is shown in Fig. 5.17. One can see that the e�ect
on the spectra of including the detection e�ciency is most pronounced at
low energies. To obtain the �nal spectra to be �tted, the spectra have been
added together into four angular regions described above to give more statis-
tics and cover a larger angular range. This can only be done because because
the expected background from 6Li is assumed isotropic. In addition, sepa-
rating the data to be �tted into four angular regions will help in separating
contribution from states since it will favor certain spins over others, and can
become an excellent tool in searching for states hidden in the background.

5.3.3 R-Matrix �t

We now have �nally incorporated all the corrections so that we can begin
to �t the spectra using the R-Matrix formalism. The formalism has been
introduced in Section 1.3, and the details are applied here to the d+12C →
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Figure 5.16: The 12C excitation energy spectrum for di�erent angular ranges,
gated on the decay through the ground state of 8Be. The black line shows
the data, while the red and the blue lines show the contribution from the
2+ (red) and 1+ (blue) states in 6Li. The 6Li contribution has been scaled
to get an upper limit for this contribution, so that each �gure has the same
normalization. The contribution from the 6Li states at each angular range is
�t using a 6 degree polynomial, which is then included in the �tting routine
as background contribution, with only the intensity as a free parameter. Note
that the �gures are in a logarithmic scale, and that the 6Li contribution is
therefore very small compared to the 12C contribution.
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Figure 5.17: 12C excitation energy for di�erent angular ranges, gated on
the ground state of 8Be. The data is in blue, and the e�ciency corrected
data, which will be �tted using R-matrix theory, is shown in red. In both
the ranges from 0°-60° and 140°-180° the e�ciency corrected plots at low
energies is greater than the observed spectrum. This is a result of the very
low e�ciencies at low energies in these angular regions observed in Figs. A.5,
A.7, and A.9.
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α + 8Be(gs) reaction channel. In this case only a single-channel formula
should be necessary since the data is separated to include only 12C decay
through the 8Be(gs) channel. The decay through the 2+ state in 8Be calls for
a more complicated approach due to the broad nature of the state and will
not be discussed.

The �rst step is to determine if the single-channel approach is valid in this
case. It is clear that in cases where a natural parity resonance decays through
the 8Be(gs) and 8Be(2+) states with similar intensities then this assumption
may run into problems, since the α decay width will be shared by both decays
and a �t to one of them individually will not give a complete result for the
decay width. However, if the natural parity states decay primarily through
the 8Be(gs) then this approach is valid. It is su�cient to look at Table 5.3
to observe that this is the case. The formalism follows that given in [Bar88],
with the exception that this will not include the steps pertinent to β-decay.

The transition probability is de�ned as

w =

∫
w(E)dE (5.10)

where w(E) =
∑
wc(E). The subscript c refers to summing over the dif-

ferent channels which can contribute. For example, as previously discussed,
the decay through the 8Be(gs) and 8Be(2+) state are separate channels and
need to be looked at independently. For the moment we are dealing only
with a single channel approach, i.e. 12C→ α +8 Be(gs). wc(E) is de�ned as

wc(E) = fPc

∣∣∣∣∑
λµ

gλxγµcAλµ

∣∣∣∣2 (5.11)

where gλx is the feeding amplitude, γµc is the reduced with, Pc is the pen-
etration factor, and f is the phase-space factor. Essentially this is the feeding
to the di�erent states in 12C in our reaction, which is important to include
due to the very broad states in 12C. Consider, for example, the broad 10 MeV
state. If the feeding at 9 MeV is di�erent from that at 10 MeV, then this
would distort the shape of the broad 10 MeV state and would give incorrect
R-matrix parameters. The di�culty comes when trying to describe this fac-
tor. The feeding to the di�erent states depends on the reaction mechanism
involved. However, whether 12C was populated in a compound reaction or
a direct reaction, the feeding to the di�erent states will only depend on the
penetrability of the d+12C system.

The inverse of the matrix Aλµ is given by

(A−1)λµ = (Eλ − E)δλµ −
∑
c

(Sc −Bc + iPc)γλcγµc (5.12)
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The λ and µ are necessary if there are interfering levels (same Jπ). How-
ever, if the levels do not interfere, then they can be summed incoherently
and Equation 5.12 is reduced to

(A−1)λ = (Eλ − E)−
∑
c

(Sc −Bc + iPc)γ
2
λc (5.13)

so that in the very simple case of decay of non-interfering states in the
one channel approach, Eq. 5.11 becomes

w(E) = fPl

∣∣∣∣ gλγλ
(Eλ − E)−

∑
c(Sc −Bc + iP )γ2

λ

∣∣∣∣2 (5.14)

Recall that in Equation 1.3 we de�ned the level width as Γ = 2Plγ
2, so

that Equation 5.14 becomes

w(E) = fg2
λ

Γ/2

|(Eλ − E)− (Sc −Bc + iP )γ2
λ|2

= fg2
λ

Γ/2

(Eλ − E + ∆)2 + (Γ/2)2
(5.15)

where ∆(E) = −
∑

c γ
2
λ(Sc − Bc) is a correction from the energy depen-

dence of Γ. Eq. 5.15 is the familiar Breit-Wigner distribution in Eq. 1.2
when there are no interfering channels. However, in this particular case we
are looking at a single-channel approach with interfering states, so that we
will have to use Eq. 5.11.

Example for a non-interfering state

Equation 5.14 is used to �t the 12C excitation spectrum. However to get
a clear idea of how this is used in the �tting routine it is important to
describe the procedure in detail. Let us look at the di�erent components
of Equation 5.14. The �rst variable is f , the feeding of the di�erent 12C
resonances analogous to the β feeding. This is determined by calculating
the penetrability of the d+12C system. The Pl factor included above is the
penetrability of the α+8Be system. The penetrability factor is de�ned by

Pl =
ρ

F 2
l (η, ρ) +G2

l (η, ρ)
(5.16)

where Fl and Gl are the regular and irregular Coulomb wave functions,
respectively, which are calculated using the CERNLIB routine WCLBES. In
addition,
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ρ = kR = R
√

2µE/~2 (5.17)

and

η =
Z1Z2e

2

~
·
√

µ

2E
(5.18)

with R = R0(A
1/3
1 +A

1/3
2 ) and µ = m A1A2

A1+A2
is the reduced mass (m=931.5

MeV/c2)
Similarly, we can obtain the shift function

Sl =
Fl(dFl/dr) +Gl(dGl/dr)

F 2
l +G2

l

(5.19)

We can see that both the shift factor and the penetrability only depend
on the Coulomb wave functions. This is because R0 is chosen such that only
the Coulomb potential in�uences the wavefunctions.

Recall that the penetrability Pl appears in the expression for the width of
the resonance, Γλ= 2Pl(E−Ef )γ2

λ. Conversely, the shift function Sl appears
in the expression for the resonance energy, as Er = Eλ − Sl(E)γ2

λ. This
makes sense, because the level width is also a measure of the lifetime of the
resonance, and this depends on the penetrability. The more probable for
the particle to escape, the shorter the lifetime, and the broader the width.
Similarly, it is expected for the shift function to appear in the expression of
observed resonance energy since it represents a shift in the observed resonance
energy Er. It is worth mentioning that both the shift in energy and the level
width have a dependence on the interior of the nucleus (r<R) through the
reduced width γλ. The �nal parameter to be discussed is the boundary
condition parameter Bc, which is chosen so that Bc = Sc(Er).

Looking back at Equation 5.14 we now know how to calculate several
parameters. The other factors are variables in our �t or constants. The
three variables which go into the �t are gλ, the intensity of the peak, Eλ, the
energy of the resonance, and γλ, the reduced width of the resonance. Note
that Eλ also goes into the boundary condition parameter Bc. In other words
the shift function and penetrability only depend on the energy and various
properties of the resonance, such as the Z and A of the involved nuclei.

Analytical Hoyle state �t

The R-matrix �ts must be convoluted with a Gaussian distribution so as to
take into account the experimental resolution. This is especially important
for very narrow states. However [Bar88] gives an analytical expression for the
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area under the Hoyle state peak, so that it is not necessary to fold the peak
with the resolution. The area under the Hoyle state peak is then compared
directly with w as de�ned in Equation 5.11 provided we derive an analytical
expression for w:

wλ = ((ln2)/Nt1/2)
∑
x

|Bλx|2fλJλ (5.20)

where

Jλ =
∑
c

∫
dEPc

∣∣∣∣∑
µ

γµcAλµ

∣∣∣∣2 (5.21)

and

Bλx = C(Nt1/2/ln2)1/2gλx (5.22)

and for a narrow level (in this case, the Hoyle state)

Jλ = π

/[
1 +

∑
c

γ2
λc

dSc
dE

]
Eλ

(5.23)

which is valid as long as Bc = Sc(Eλ). We can now clean up Equation
5.20 by removing the pieces relevant to β-decay as we have done above, so
that we can now have an analytical expression for wλ

wλ =
f · g2

λπ[
1 +

∑
c γ

2
λc

dSc
dE

]
Eλ

=
f · g2

λπ

1 + γ2
λ

dS

dE

(5.24)

which is evaluated at a �xed energy Eλ, in this case the Hoyle state. We
now have an expression which we can compare to the area under the Hoyle
state peak, and then extract gλ, one of the R-matrix �t parameters. All that
goes into this expression is the reduced width γ2

λ and dS
dE
, the derivative of

the shift function.

Fitting parameters

The �tting routine is performed using states which decay through the 8Be
ground state in the energy region of interest. In our case then we have
included the following levels:
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Level λ (MeV) Reduced width (MeV1/2) Jπ

7.654 0.6 0+

11.0 0.45 0+

9.64 0.1 3−

10.84 0.2 1−

11.0 0.44 2+

In addition to the level energies, the radius (chosen to be r0=1.87 fm)
and the �t to the di�erent 6Li spectra are included as well. The �t includes
both the broad 0+ state and a 2+ state in the region of 11 MeV. Figure 5.18
shows a preliminary �t of the spectra with the following parameters obtained
in the �t:

Jπ Energy (MeV) Reduced width (MeV1/2) Observed width (keV)

0+ 7.654 -0.400 4.61 × 10−3

0+ 11.100 0.446 1360

3− 9.654 0.100 41

1− 10.844 0.200 259

2+ 11.19 0.443 1374

The �t gives a χ2 value of 226 with 121 degrees of freedom. The magenta
color in Fig. 5.18 is the small contribution from the 4 MeV 6Li state. There
is no signi�cant contribution from the 5 MeV 6Li state. The widths and
excitation energies obtained for the 3− and the 1− resonance agrees well with
the values given in Table 5.3. The width and energy of the Hoyle state was
�xed to the literature value given in Ref. [Ajz90]. The energy and the width
of the broad 11.1 MeV 0+ resonance and the broad 11.2 MeV 2+ resonance
are in good agreement with the values of 11.2 MeV (Γ = 1.5MeV) for the 0+

resonance and 11.1 MeV (Γ = 1.4MeV) for the 2+ resonance given in [Hyl10].
A discussion of the results and their relevance to previous values is discussed
below.

Remarks on the 9-12 MeV region in 12C

The excitation energy region of 9-12 MeV in 12C was discussed in detail
in Chapter 1. The understanding of the broad features in that region has
served as motivation for many recent experiments, including this one. The
motivation for studying this region in 12C was to search for the collective 2+

excitation of the Hoyle state in order to gain understanding on the structure
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Figure 5.18: Result of the �t of the 12C excitation energy spectrum in the
region from 60°-100°. The e�ciency corrected data which decays through
the ground state of 8Be is shown in black. In red is the total �t for the
spectrum, while green shows the contribution from two 0+ states (7.65 MeV
and 10.5 MeV), dark blue shows the contribution from the 3− state (9.64
MeV), light blue shows the contribution from the 1− state (10.84 MeV),
orange shows the contribution from the 2+ state (11.2 MeV), and magenta
shows the contribution from the 2+ 4 MeV state in 5Li. The �t is only for
below 12 MeV in excitation energy since above the spectrum becomes di�cult
to �t due to the cut-o� in energy.
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of the Hoyle state. In addition the presence or absence of a 2+ resonance in
this region may contribute to the triple-alpha reaction rate at high temper-
atures (Section 1.2.1).

Recent work using β-decay [Hyl10] and a sophisticated R-matrix analysis
has found evidence for a 2+ resonance at 11.1 MeV (Γ = 1.4MeV), overlapping
with a 0+ resonance at 11.2 MeV (Γ = 1.5MeV). However they do not �nd
evidence for a 2+ in the vicinity of 9 MeV, which would seem to contradict
the work on 12C(p,p′) [Fre09] which �nds evidence for a 2+ resonance at 9.6
MeV (Γ = 600keV) and the work on 12C(α, α′) [Ito04] which �nds evidence
for a 2+ resonance at 9.9 MeV (Γ = 1.0MeV).

Possible reasons for the discrepancy between the two experiments could be
due to the di�erent probing mechanism or to the di�erent analysis techniques.
In principle both β-decay and inelastic scattering studies are good probes for
�nding a 2+ resonance. As discussed in Section 1.4, β-decay studies provide
a clean probe of the region above the triple-alpha threshold, populating only
0+, 1+, and 2+ resonances. In the experiments by Hyldegaard et al. [Hyl10],
the resonances in 12C were studied by two di�erent methods: by detecting the
sum of the alpha particle energies from the decay of 12C and by detecting the
individual alpha energies from the decay of 12C. The latter allows the data to
be separated depending on if the decay proceeds through the ground state or
the 2+ state in 8Be while the former is able to detect very low-energy alpha
particles. The data in each case was analyzed using a sophisticated R-matrix
formalism to take into account interference between the 0+ resonances and
to understand the broad nature of the states.

The di�erent inelastic scattering experiments do not detect the breakup
alpha particles, but the advantage of these experiments is that in the case
of [Fre09] the outgoing protons were measured at di�erent angles. The data
was then analyzed by comparing the cross section of the region at 9-12 MeV
for di�erent angles with coupled-channels calculations. However, the region
at 9-12 MeV was not �tted using a very sophisticated R-matrix technique
which means that the observed energy corresponding to a 2+ state at 9.6
MeV may in fact be di�erent from 9.6 MeV.

Our preliminary results on the region from 9-12 MeV indicate that the
data can be explained by both a broad 0+ contribution and a broad 2+

contribution. These results are in agreement with those obtained in Ref.
[Hyl10], and there is no clear evidence of a 2+ resonance in the vicinity of
9-10 MeV as found by Refs. [Fre09, Ito04]. However, the �t is preliminary
as the region at 12 MeV and above does not have the energy cut-o� seen
in Fig. 5.16 taken into account. Therefore one should not completely rule
out the possibility of a broad 2+ resonance with a di�erent energy than that
obtained above.
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A witty saying proves noth-

ing.

Voltaire 6
Conclusion

The goal of this work was to study the structure of excited states in 12C from
light-ion reactions in complete kinematics. A signi�cant part of this thesis
was dedicated to analysis techniques used to extract physics results from
the data, and the di�erent results obtained in the analysis were presented in
detail. In this concluding chapter some �nal observations and remarks are
given.

6.1 Summary

The work outlined in this thesis can be summarized as follows:

� The motivation for this work involves many �elds, from nuclear astro-
physics to theoretical ab initio calculations. Previous experiments by
our collaboration studied excited states in 12C from the β-decay of 12N
and 12B. However, the states populated in 12C from β-decay are limited
to positive parity states with J≤ 2. A reaction experiment was carried
out to determine properties of resonances in 12C using a complementary
method.

� The 3He + 11B → d+12C∗ reaction was carried out at an energy of
8.5 MeV and the 3He + 10B → p+12C∗ reaction was carried out at an
energy of 4.9 MeV in the CMAM accelerator facility in Madrid. The
outgoing particles in the reaction, the light ion and three alpha particles
from the breakup of 12C∗, were detected in complete kinematics using
a setup with four telescope detectors. The multi-segmentation of the
detectors allowed for the detection of both the energy and the position
of the particles.

� There were many open channels in the two studied reactions which
needed to be removed as best as possible from the data. This was
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done through various analysis techniques outlined in great detail. The
steps of removing unwanted contribution from background channels
and random coincidences were described. This included the use of time
gates imposed on the data to remove random contributions, and the
use of energy and momentum conservation requirements. Nevertheless
channels with the same multi-particle �nal states are impossible to
completely remove from the data.

� The use of Monte Carlo simulations was presented as an essential tool in
the data analysis. Simulations were performed to take into account the
detection e�ciency of the setup, and were also important in removing
any possible bias introduced by the various gates and conditions placed
on the data.

� New results on γ-branches of the 15.11 MeV state to the 7.65, 10.84,
11.83, and 12.71 MeV states were determine using a novel technique to
indirectly measure γ-rays from charged-particle detectors. This method
is ideal when looking for γ-decay to broad states. The results from the
γ-branches were compared to literature values when such information
was available. The γ-branches of the 15.11 MeV state to the 11.83,
10.84, and broad 10 MeV state were previously unmeasured. Similarly,
γ-branches of the 12.71 MeV state to the 7.65 MeV and the broad 10
MeV states were measured. Absolute γ-branches were determined from
the relative branching ratios.

� The γ-branches were compared with Gamow-Teller β-decays, which
allowed for the separation of the orbital contribution to the M1 ma-
trix element. These values of γl were calculated for M1 decays from the
15.11 MeV state and can be directly compared with shell model calcula-
tions. The B(M1) values were determined from the data and compared
to theoretical calculations, which can prove useful for further work on
theoretical models.

� The isospin-forbidden α-decay of the T=1, Jπ = 1+ 15.11 MeV reso-
nance in 12C was observed. This decay must be the result of isospin
mixing with the T=0, Jπ = 1+ 12.71 MeV resonance and some prelim-
inary estimates on the amount of isospin mixing were made.

� Energy and widths of several known states in 12C were determined.
These values were obtained by �tting known resonances to Breit-Wigner
distributions folded with a Gaussian to take into account the experi-
mental resolution. In addition the Jπ of the 13.35 MeV resonance was
determined to be 4− through the use of Dalitz plots.
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� For states of natural parity in 12C, the data could be separated into
states which decay via the ground state in 8Be and those which do not.
The partial branching ratios of natural parity states to decay through
the 8Be(gs) were determined for the 9.64, 10.84, 14.08, and the 16.11
MeV resonances. The partial branches Γα0 were then extracted from
the total alpha widths.

� The R-matrix formalism was introduced as a tool to search for new
resonances in 12C, especially in the region from 9-12 MeV. The results
obtained from this analysis do not �nd evidence for contribution of a
2+ resonance in this region.

6.2 Outlook

The data obtained in the 3He + 11B → d+12C∗ and3He + 10B → p+12C∗

reactions contain many di�erent channels besides the 12C channel. Future
work can be done to study excited states in both 9B and 9Be in great detail.
In addition, further work on R-matrix �ts of 12C is needed to give conclusive
results as to the existence of 0+ and 2+ states in the broad region from 9-12
MeV.

There are other experiments which could give insight into the presence of
the 2+ state in that region. A recent experiment by Fynbo et al. impinges
a proton beam at low energies (less than 400 keV) on a 11B target. The
purpose of the experiment is to probe the J+ = 2+ 16.11 MeV state in 12C and
search for γ-delayed 3α-breakup (similar to the method of detecting gammas
described in Chapter 4). By searching for γ-decays to the broad region at 10
MeV, it may be possible to determine the Jπ of the populated resonance by
exploiting the larger probability of M1 transitions to a 2+ resonance over E2
transitions to a 0+ resonance (Eq. 4.2).

6.2.1 Fusion reactor

There is an unexpected application of the results which can be further inves-
tigated as well, related to data for a fusion reactor. Clean fusion energy is
highly sought after and its discovery would greatly impact the world. Many
di�erent fusion reactions have been proposed, though these reactions release
most of their energy in the form of neutrons. Aneutronic fusion has been
proposed to reduce the problems of neutron production. One example of
aneutronic fusion which has been proposed is p+11B→ 3α + 8.7 MeV. This
reaction is an ideal candidate since the large amount of energy released is in

159



CHAPTER 6. CONCLUSION

the form of alpha particles and the competing channels with neutrons have
lower cross sections and there has been much activity in making this feasi-
ble [Vol06]. Measurements of the energy distributions of the outgoing alpha
particles are important, but are made di�cult by the fact that this reaction
proceeds sequentially mostly through the 2+ state in 8Be. Attempts have
been made to measure the distribution of the alpha energies [Lin98] though
there are discrepancies between data. There is still work underway to un-
derstand the angular and energy distribution of the emitted alpha particles
in the p+11B reaction for an aneutronic fusion reactor [Pri09]. It is possible
that with the data obtained in this experiment we could give insight into this
problem.

6.3 Remarks

I hope that with this work I have at least convinced the reader that there
is still interesting physics to be done in the valley of stability and at small
accelerator facilities. It was a wonderful learning experience to work on an
experiment at a small facility where it is easier to see the bigger picture of
things. I also feel very lucky to have been a part of this experiment from
the early preparations all the way until the publication of results. Hopefully,
these results will add one more additional piece to the puzzle that is nuclear
physics.
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7
Resumen en Castellano

7.1 Introducción

El núcleo es un sistema de muchos cuerpos cuya cohesión y comportamiento
depende de tres de las cuatro interacciones fundamentales: fuerte, débil y
electromagnética. A grandes rasgos, podemos decir que en su investigación
se pretende describir como funciona el núcleo, por qué funciona de esa man-
era y como se modi�ca su comportamiento cuando variamos la energía de
excitación, el momento angular o el balance de neutrones y protones. Es de-
cir, ¾qué ocurre en las interacciones entre nucleones que causa que no todos
los núcleos se comporten de la misma forma? ¾Es posible obtener un modelo
teórico que pueda describir las propiedades de todos los núcleos?

Para responder a estas preguntas, los físicos han llevado los núcleos a
los límites de su existencia, lo que ha generado la construcción de numerosas
instalaciones de haces radioactivos en todo el mundo. El desarrollo de instala-
ciones de haces de núcleos radioactivos ha dado lugar a fenómenos muy intere-
santes en los últimos años. Actualmente, las investigaciones en física nuclear
son muy variadas, desde estudios de núcleos con halo hasta la búsqueda de
elementos superpesados, desde la astrofísica nuclear hasta la desintegración
doble β sin emisión de neutrino cuya descripción va más allá del modelo
estándar. Muchos resultados obtenidos en estos años han mejorado los mod-
elos teóricos existentes o han ayudado a crear modelos nuevos para mejorar
la comprensión del funcionamiento del núcleo.

7.1.1 Motivación

El objetivo �nal de la física nuclear sería resolver el Hamiltoniano de cualquier
núcleo a partir de las interacciones entre nucleones. Debido a que los núcleos
se componen de numerosos nucleones y sólo se ha podido aplicar a sistemas de
unos pocos nucleones, este método es poco e�caz. Existen cálculos basados
en primeros principios capaces de describir los primeros niveles excitados
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de los núcleos ligeros hasta A=12. En el caso del 12C aún no llegan a los
niveles excitados por encima del umbral de tres partículas alfa, que es la
región de interés de este trabajo. Por ejemplo, el modelo de Green's Function
Monte Carlo (GFMC) tiene calculado el nivel fundamental del 12C [Pie05],
mientras que el No-Core Shell Model (NCSM) ha llegado a calcular niveles
excitados del 12C, aunque no el segundo estado 0+, llamado el estado de Hoyle
[Nav07]. Llegado a este punto de so�sticación en los cálculos es necesario
revisar los datos experimentales y comprobar que el conocimiento de los
estados excitados a nivel de valores de energía, anchuras, espín-paridad y
elementos de matriz sea su�cientemente preciso para poder comprobar la
veracidad de los logros teóricos.

De gran interés y, por tanto, una motivación importante para realizar
el experimento objeto de este trabajo es poder entender mejor la región de
energía de excitación del 12C entre 9-12 MeV. El estado de Hoyle a 7.65 MeV
fue explicado como una cadena lineal de tres partículas alfa hace más de
cincuenta años [Mor56]. Si esto fuera cierto, debería de tener una banda
rotacional acoplada con un primer estado excitado 2+ a una energía de ex-
citación entre 9-10 MeV, dependiendo de la estructura del estado de Hoyle.
Por ello, se asignó originalmente un estado ancho descubierto en estudios de
reacción a 10 MeV como el estado 2+ buscado [Mor56]. Sin embargo, dicho
estado se estudió en detalle en años posteriores y se estableció como un 0+

[FSW71, Ueg79].
En la ultima década, el debate sobre la existencia de un estado con espín-

paridad 0+ en esa región se ha reabierto, impulsado por una parte por el
avance de los cálculos teóricos y, por la otra, por los avances tecnológicos
tanto en haces radiactivos como en desarrollos de detectores multibandas de
partículas cargadas y en la electrónica integral asociada. Estudios sobre la
desintegración β empleando haces de 12N y 12B han sido claves para entender
los estados en la región de 9-12 MeV del 12C. En la ultima década se han
encontrado indicios de un estado de 2+ en esta región [Ito04, Fre06, Fre07,
Fre09, Hyl09a, Hyl09b, Hyl10, Dig09], pero aún no hay consenso sobre este
tema.

El estudio de la ruptura del 12C en tres partículas alfa puede dar infor-
mación sobre la tasa de reacción de elementos pesados en el universo. El
proceso de fusión triple-alfa (cuando tres partículas alfa se fusionan y for-
man un núcleo del 12C) depende mayoritariamente del estado de Hoyle a 7.65
MeV del 12C, a tan solo 380 keV del umbral de tres partículas alfa [Hoy54],
aunque otros estados in�uyen a temperaturas más extremas [BB06]. Un
mejor conocimiento de los estados alrededor del umbral de tres alfas puede
ayudar a calcular la tasa de formación del 12C en los medios estelares con
más precisión. Incluso un experimento reciente [Fyn05], en el que se demues-
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Figure 7.1: Foto del dispositivo experimental utilizado en los experimentos
objeto de este trabajo realizados en la línea de física nuclear del CMAM
(UAM). Se puede observar los cuatro telescopios de partículas cargadas: tres
de ellos formados por un DSSSD de 16 ×16 bandas y el otro por un DSSSD
de 32 × 32 bandas. A la izquierda se puede observar el colimador del haz
entrante y en el medio de los detectores el blanco.

tra las interferencias entre los dos estados 0+ (Hoyle y estado a 10 MeV), ha
deducido que las tasas de la reacción de triple-alfa existentes [Ang99, DB87]
tienen errores en el cálculo de dicha tasa de reacción a temperaturas extremas.

7.2 Experimento y análisis

Con el objetivo de revisar y determinar los estados excitados conocidos del
12C hasta energías de unos 17 MeV se realizó una serie de experimentos en
los que se estudiaron dos reacciones diferentes: 3He + 11B→ d+12C∗ con una
energía de haz incidente de 8.5 MeV y 3He + 10B→ p+12C∗ con una energía
de 4.9 MeV. Este experimento se llevó a cabo en la línea de física nuclear en
el Centro de Micro Análisis de Materiales (CMAM) [Got02], ubicado en la
Universidad Autónoma de Madrid. El dispositivo experimental utilizado en
las dos reacciones disponía de cuatro telescopios que cubrían ≈ 38% de 4π,
y contaba con un colimador de wolframio (φ = 5 mm) (ver Fig. 7.1).

Un telescopio para la detección de partículas cargadas está formado por
dos detectores. Si la partícula atraviesa el detector frontal y se detiene en el
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segundo detector, el estudio de la energía perdida en el primer detector más
la depositada en el segundo nos permitirá determinar no solo la energía de
la partícula incidente si no también su carga y masa. En el caso en estudio,
los dos detectores son un DSSSD de 256 pixeles (Double-Sided Silicon Strip
Detector) de 60 µm junto a un detector grueso de 1000 µm. Con estos
telescopios se obtiene información de la energía y de la posición de la partícula
entrante, así como de su tipo.

Con la información de energía de las partículas detectadas y con la infor-
mación obtenida de la posición de la partícula a través del pixel del DSSSD
(x,y,z), se pueden determinar los componentes de los momentos de todas las
partículas

P = (Px, Py, Pz)

|P | =
√

2 ·m · E
Px = x · |P |/r
Py = y · |P |/r
Pz = z · |P |/r

donde ~r =
√
x2 + y2 + z2, la masa m en MeV/c2 y la energía E en MeV.

Esto permite depurar notablemente los datos no deseados de otros canales
de reacción, aunque no se puedan eliminar por completo los canales que
contienen las mismas partículas salientes. En el caso de la reacción estudiado
utilizando el blanco de 10B, los diferentes canales de reacción concurrentes,
cuyos productos �nales son idénticos, se indican a continuación:

10B + 3He→


p+ 12C∗ → p+ α + 8Be

α + 9B∗ → α + p+ 8Be

α + 9B∗ → α + α + 5Li
8Be + 5Li∗ → 8Be + p+ α

→ p+ 3α

lo mismo para la reacción con el blanco de 11B:

3He + 11B→


d+ 12C∗ → d+ α + 8Be

α + 10B∗ → α + d+ 8Be
8Be + 6Li∗ → 8Be + d+ α

→ d+ 3α

Esto signi�ca que, por ejemplo, para el caso de la reacción de 10B +
3He y considerando el caso de la detección de cuatro partículas, p+3α, no
se puede identi�car qué proporción de los fragmentos �nales provienen del
canal que alimentan los estados excitados del 12C. No obstante, en el caso
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Figure 7.2: A la izquierda se muestra un esquema de Eαi frente a Ep en CM
donde se pueden ver esquematicamente los diferentes canales de la reacción
de 10B + 3He, cuyos productos �nales son p+3α. A la derecha se muestra
un espectro bidimensional equivalente a (a) de los datos de la reacción de
10B + 3He, donde están indicados diferentes estados excitados del 12C en rojo
y un estado excitado del 9B en azul. En verde se indica un estado ancho del
5Li.
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de que un canal de fondo vaya a un estado excitado intermedio estrecho será
posible eliminar la contribución de dicho fondo [Alc09]. Cuando un canal de
fondo corresponde a un estado intermedio excitado bastante ancho es difícil
eliminar dicho fondo mediante las condiciones de conservación de energía y
de momento exigidos a los datos de la coincidencia cuádruple. En este caso,
se emplean simulaciones Monte Carlo para conocer la contribución al canal
del 12C. En la Fig. 7.2 se observa un esquema de la energía del protón en
el centro de masas frente a la energía individual de los alfas en el centro de
masas para la reacción de 10B + 3He.

La ruptura de estados del 12C suele ocurrir por un proceso secuencial, es
decir:

12C → α + 8Be
8Be → α + α

El paso intermedio en este proceso puede ocurrir a través del estado fun-
damental del 8Be (Jπ=0+, Γ=5.6 eV) o a través del primer estado excitado
del 8Be (Jπ=2+, Γ=1.4 MeV) o de ambos. Se puede calcular la energía
de excitación del 8Be con la información de las energías individuales de las
partículas alfa. Con este método se pueden separar las contribuciones de la
ruptura del 12C dependiendo de su mecanismo de ruptura y determinar las
razones de rami�cación parciales a través del 8Be(gs) o 8Be(exc).

7.3 Resultados

7.3.1 Detección indirecta de transiciones γ

En este experimento se utilizaron exclusivamente detectores de partículas car-
gadas (DSSSD). A pesar de esto, ha sido posible desarrollar una técnica que
nos ha permitido determinar la contribución de desexcitación parcial o total
de los niveles a través de radiación electromagnética, midiendo el defecto de
energía entre la obtenida a partir del protón o deuterón que puebla un estado
excitado en 12C y la obtenida en la reconstrucción de las tres partículas alfas
asociadas al mismo suceso. Esto se debe a que se puede calcular la energía
de excitación del 12C con dos métodos distintos. En primer lugar, se puede
calcular la energía de excitación del 12C a partir de la energía del fragmento
ligero (protón o deuterón dependiendo de la reacción). Segundo, se puede
reconstruir la energía del 12C a partir de las energías de las tres partículas
alfa que provienen de su ruptura. La energía de excitación calculada con
el primer método nos da directamente la energía inicial del estado poblado
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Table 7.1: Razones de rami�cación de transiciones electromagnéticas γ del
estado 1+, T=1 a 15.11 MeV y el estado 1+, T=0 a 12.71 MeV del 12C

Transición Sucesos E�. BR-γ BR-γ [AW72]

15.11 → 12.71 39 0.74 % 1.2±0.2 % 1.4±0.4 %

11.83 8 0.57 % 0.32±0.12 % ...

10.84 <7.3 1.30 % <0.13 % ...

10.3 65 1.09 % 1.4±0.2 % (1.6) %

7.65 70 0.36 % 2.6±0.7 % 4.4±0.8 %

0.00 and 4.44 40344 9.9 % 92.7±1.0 % 94±2 %

12.71 → 10.3 3 0.40 % 0.9+0.6
−0.5 % ...

7.65 4 0.18 % 2.6+1.6
−1.2 % ...

0 and 4.44 11660 13.9 % 96.6+1.7
−1.3 % 100 %

del 12C. Normalmente, el estado inicial del 12C se rompe en tres partículas
alfa con lo que la energía reconstruida por el segundo método coincide con
la energía de excitación calculada a partir de la energía del ión ligero. Sin
embargo, si el estado poblado inicialmente del 12C emite un γ y el estado
�nal se rompe en tres partículas alfa, los valores de energía de excitación
del 12C obtenidos a través de los dos métodos no coincidirán, y la diferencia
entre ellas será la energía de la transición γ. Esto se muestra en la Fig. 7.3
para la reacción de 10B(3He,pααα).

Con este método se han determinado las transiciones γ que desexcitan el
estado de 15.11 MeV y de 12.71 MeV a estados por encima del umbral triple-
alfa. También se han deducido las desexcitaciones a estados por debajo de
este umbral mediante el estudio de coincidencias del ión ligero y del 12C.
A raíz de estas medidas se pueden calcular las razones de rami�cación de
transiciones γ para el estado de 15.11 MeV y 12.71 MeV (Tabla 7.1 y Fig.
7.3).

El estado de T=1 a 15.11 MeV de excitación se desexcita en 12C funda-
mentalmente por emisión electromagnética. Esto se debe a que la desinte-
gración α está prohibida por conservación de isospín. Sin embargo, a partir
de la mezcla de isospín con el estado de 12.71 MeV, el estado de 15.11 MeV
tendrá una pequeña anchura del canal de emisión α. En este trabajo se han
podido asignar sucesos a una ruptura en tres partículas alfa del estado de
15.11 MeV y se ha determinado la anchura del canal α, Γα/Γ=(2.8±1.2)%
[Kir09].
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α+α+α


12.71    1+ 

≈10    0+ 

7.65    0+ 

11.83    2- 

15.11   1+ 

12C 

4.44    2+ 

0.0    0+ 

12C  Ex(p) 

12
C

  E
x(

3α
) 

Figure 7.3: A la izquierda, esquema bidimensional de excitación del 12C cal-
culada a partir de la energía del protón frente a la energía de excitación del
12C calculado a partir de las tres partículas alfa. Los sucesos en la diagonal
corresponden a la desexcitación del estado en cuestion mediante la ruptura
en 3α. Los seleccionados en la línea vertical corresponden a sucesos con una
clara diferencia de energía entre la suma de 3α y la energía del protón. A la
derecha se muestra el método de deducción de las transiciones γ ejemplar-
izado para el caso del nivel de 15.11 MeV (T=1) del 12C. Se muestran las
vías de desexcitación γ a estados no ligados que rompen en 3α y el resto de
intensidad para este estado se atribuye a desexcitación a los estados ligados
fundamental y primer excitado. Las razones de rami�cación se muestran en
la tabla 7.1.
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Table 7.2: Valores de energía y Γ obtenidos para estados del 12C. Los valores
conocidos de Jπ, Γ y Ex son de [Ajz90]. La energía del estado de 9.64 MeV
fue utilizado para recalibrar el espectro.

Ex 12C (keV) Jπ Γ (keV) Ex (keV) (present) Γ (keV) (present)

9641(5) 3− 34(5) � 43(5)

10844(16) 1− 315(25) 10847(5) 272(5)

11828(16) 2− 260(25) 11838(5) 229(7)

13352(17) (2−) 375(40) 13305(9) 510(40)

14083(15) 4+ 258(15) 14078(5) 273(5)

20500(100) (3+) 300(50) 20553(5) 245(7)

7.3.2 Energía y anchura de niveles del 12C

Para calcular las propiedades de los estados del 12C es necesario tener un
conocimiento preciso sobre los posibles canales que contribuyen al fondo de
los espectros. De estos, los que tienen estados intermedios estrechos se pueden
eliminar directamente de los datos. En cambio, aquellos con estados inter-
medios anchos son difícilmente separables. Sin embargo, las contribuciones
de estos canales varían poco respecto a los estados del 12C con lo que se han
tenido en cuenta ajustando el espectro con un fondo lineal.

Los estados excitados del 12C, cuyos valores de energía y de anchura no
están bien de�nidos, se han ajustado con la convolución de una distribución
Breit-Wigner y una distribución Gaussiana. La convolución se ha realizado
para diferentes ángulos, ya que la energía varía en función del ángulo de
entrada del ión ligero. Para obtener los resultados �nales se ha calculado una
media ponderada de los diferentes rangos del ángulo y de las dos reacciones.
La Tabla 7.2 muestra los valores de energía y anchura calculados en este
trabajo y su comparación con el trabajo de compilación [Ajz90].

7.3.3 Razones de rami�cación parciales de niveles exci-

tados del 12C

Los estados de espín-paridad naturales que se desintegran por un proceso
secuencial a través del 8Be se pueden separar dependiendo del estado que
pueblan en 8Be. Estados de espín-paridad natural son estados con π = (−1)l,
donde l es el espín y π es la paridad. Una vez se seleccionan los datos, se
pueden emplear los ajustes explicados anteriormente para conocer las ra-
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Table 7.3: Razones de rami�cación de estados de espín-paridad natural del
12C que se desintegran a través del estado fundamental de 8Be. Se muestra
el efecto de incluir la corrección del pico fantasma del 8Be(gs). La anchura
del canal α al estado fundamental de 8Be (Γα0) se ha calculado utilizando los
valores obtenidos en este trabajo de las anchuras de los estados.

Ex 12C Jπ B.R. % B.R. % B.R. % Γα0

(MeV) (sin corr.)a (corr.)b (literature) (keV)

9.64 3− 96.3(1) 99.5(6) 97.2[Fre07] 32(2)

10.84 1− 94.7(5) 99.4(6) � 249(2)

14.08 4+ 22.8(2.0) 24.2(2.0) 17(4) 50(11)

16.11 2+ 5.6(1) 6.4(1) 4.4[Ajz90] 0.3(1.0)
a Las razones de rami�cación al estado fundamental de 8Be
no incluyen la corrección del pico fantasma.

b Las razones de rami�cación al estado fundamental de 8Be
incluyen la corrección del pico fantasma.

zones de rami�cación parciales, es decir, la proporción de población de los
diferentes estados de 8Be (estado fundamental o el primer estado excitado).
Es importante tener en cuenta la e�ciencia de detección de los diferentes
canales de reacción. Esto se hace mediante simulaciones Monte Carlo y una
vez obtenidas las e�ciencias se pueden calcular, de una manera absoluta, las
razones de rami�cación parciales.

Existe otra corrección a considerar en el cálculo de las razones de rami-
�caciones parciales debido al llamado pico fantasma (ghost-peak) del estado
fundamental del 8Be. El pico fantasma es un aumento de intensidad a en-
ergías altas del estado fundamental, debido a la cercanía del estado funda-
mental al umbral de dos alfas. El hecho de que el estado fundamental del
8Be esté muy cerca del umbral de dos alfas (92 keV) distorsiona la forma del
pico. A altas energías, la probabilidad de penetrar la barrera de Coulomb
aumenta debido al menor radio de la barrera, incrementando la probabilidad
de desintegración a esas energías. Hay que tener en cuenta esta corrección
porque si no se puede sobrestimar la contribución al primer estado excitado.
Los valores de las razones de rami�cación se muestran en la Tabla 7.3 donde
se puede apreciar el efecto de incluir la corrección por el pico fantasma del
estado fundamental del 8Be.
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7.3.4 Determinación de Jπ del estado 13.35 MeV del 12C

Los diagramas de Dalitz [Dal53] consisten en la representación bidimensional
de las energías de las tres partículas α en la que en el eje y se representa la
energía de una partícula (E1) y en el eje x una combinación lineal de dos
partículas (E1+2E2√

3
). Es un método muy útil para obtener información acerca

del espín y de la paridad de un estado que se desintegra dando lugar a tres
partículas. El método se basa en el análisis del espín y de la paridad del estado
�nal y en las leyes de conservación. Representar los datos experimentales
en un diagrama de Dalitz puede dar información sobre el mecanismo de
ruptura y sobre el espín-paridad del estado inicial. Una ruptura directa en
tres cuerpos no deja ninguna forma característica, mientras que una ruptura
secuencial sí. Independientemente del mecanismo de ruptura, la estadística
de Bose y las restricciones debidas a la conservación de espín, paridad e
isospín obligan a que ciertas zonas en un diagrama de Dalitz estén vacías
[Zem64].

Esta metodología se ha aplicado para determinar el espín-paridad, Jπ del
estado de 13.35 MeV del 12C que aunque ha sido descrito en la literatura
[Ajz90] como un 2− muestra indicios de poder ser un 4− [Fre06] según resul-
tados de estudios de reacción. Para averiguar el Jπ de este estado se ha hecho
un diagrama de Dalitz con los datos experimentales. La Fig. 7.4 muestra un
diagrama de Dalitz del estado de 13.35 MeV junto a un diagrama de Dalitz
para la ruptura de un estado del 12C en tres partículas alfa. Estas �guras
muestran en negro las zonas donde la densidad desaparece, debido a la con-
servación del espín-paridad para un estado inicial del 12C con Jπ=2− y para
un estado inicial del 12C con Jπ=4−. En la �gura se puede observar que la
distribución bidimensional de los datos excluye la posibilidad de que el es-
tado de 13.35 MeV del 12C sea un 2−, ya que la �gura experimental contiene
sucesos en el centro, algo prohibido por la conservación de espín-paridad. Por
eso, el Jπ del estado de 13.35 MeV del 12C se ha asignado como un 4−.

7.3.5 Ajuste de matriz-R del espectro del 12C

El espectro del 12C obtenido a partir de la selección de protones o deuterones
se ha ajustado utilizando la teoría de matriz-R para conocer los estados que
contribuyen a la región del 12C entre 9-12 MeV de energía de excitación. Se
han empleado simulaciones Monte Carlo para conocer la contribución de los
canales de fondo al espectro del 12C y los resultados se han incluido en el
ajuste como un parámetro libre. El ajuste se ha centrado en la reacción de
11B(3He,dααα), ya que la contribución de fondo es menor. Los resultados
de los ajustes preliminares no encuentran contribución de un estado 2+ en la
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(a) (b)

(c)

Figure 7.4: Diagrama de Dalitz para el estado de 13.35 MeV del 12C. Se
representa la energía de una partícula emitida (E1) frente a una combinación
lineal de dos de ellas (E1+2E2√

3
). Los datos experimentales obtenidos a partir

de la reacción 3He + 11B se muestran en (c), mientras que en la parte superior
de la �gura se ven las zonas donde se espera que no haya datos para un estado
de 2− (a) y uno de 4− (b) debido a las restricciones por simetrías.
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región de 9-12 MeV del 12C.

7.4 Conclusiones

7.4.1 Resumen

El trabajo de esta tesis se resume en:

� La motivación de este trabajo engloba varias ramas de la física, desde
la astrofísica nuclear hasta los cálculos recientes de primeros principios.
Experimentos previos de nuestra colaboración han estudiado los estados
excitados del 12C a partir de la desintegración β del 12N y 12B. Sin
embargo, los estados del 12C poblados a partir de la desintegración β
están limitados a estados de paridad positiva y con J≤ 2. Por ello,
se ha hecho un experimento de reacciones para determinar mejor las
propiedades de las resonancias del 12C y poder estudiar estados de
mayor energía de excitación y espín-paridad.

� Hemos estudiado las reacciones 3He+11B → d+12C∗ a una energía de
8.5 MeV y 3He + 10B → p+12C∗ a una energía de 4.9 MeV en el
CMAM de Madrid. Los productos de la reacción: un ión ligero, protón
o deuterón y tres partículas alfa procedentes de la desintegración del
12C∗ han sido detectados en cinemática completa utilizando un dispos-
itivo experimental de cuatro telescopios que cubrían un ángulo solido
de 38% de 4π. La multisegmentación de los detectores ha permitido
obtener información sobre la energía y el momento de las partículas
detectadas.

� En las dos reacciones estudiadas hay muchos canales abiertos que se
deben eliminar de los datos de la mejor manera posible. Esto se llevó
a cabo utilizando varias técnicas de análisis. El procedimiento para
eliminar contribuciones no deseadas tanto de otros canales como de co-
incidencias aleatorias ha sido explicado en detalle en este texto. Las
técnicas utilizadas incluyen tanto las condiciones en la señal de coinci-
dencia temporal como el uso de algoritmos que exijan conservación de
momento y de energía. Sin embargo, se ha visto que canales con los
mismos estados �nales no se pueden limpiar totalmente.

� El uso de simulaciones Monte Carlo ha constituido una herramienta
esencial en este análisis. Se hicieron simulaciones para determinar la
e�ciencia de detección del dispositivo experimental, ya que depende de
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cada canal en estudio. Las correlaciones angulares de las partículas alfa
dependen del canal intermedio de desintegración, es decir, a través de
qué nivel del 8Be ocurre el proceso.

� Se ha desarrollado un nuevo método que utiliza detectores de partículas
cargadas para determinar las emisiones de radiación electromagnética.
Se han identi�cado nuevas transiciones γ del estado de 15.11 MeV a
los estados 7.65, 10, 10.84, 11.83 y 12.71 MeV y se han determinado
sus razones de rami�cación. Este método es ideal para identi�car emi-
siones de radiación γ a estados anchos. Los resultados de las razones
de rami�cación de emisión γ han sido comparados con valores ya pub-
licados. Se observa un acuerdo razonable teniendo en cuenta que se
han observado nuevas ramas de desexcitación. Las transiciones γ del
estado de 15.11 MeV a los estados de 11.83, 10.84 y al estado ancho
a 10 MeV no se conocían previamente. Las transiciones γ del estado
de 12.71 MeV a los estados de 7.65 MeV y el estado ancho de 10 MeV
han sido medidas con este mismo método. Las razones de rami�cación
absolutas se han obtenido a partir de los valores relativos.

� Las transiciones γ de tipo M1 fueron comparadas con la probabilidad
de transición β de tipo Gamow-Teller. Esto ha permitido separar la
contribución orbital (γl), de la contribución de espín (γσ), del elemento
de matriz M1. Los valores de γl han sido calculados para las transi-
ciones M1 del estado 15.11 MeV y pueden compararse directamente
con cálculos del modelo de capas. Existe un acuerdo razonable entre
los valores B(M1) obtenidos de los datos experimentales y los cálculos
teóricos del modelo de capas [CK65] para el estado a 12.71 MeV.

� Se observó la emisión α del nivel de 15.11 MeV, (T=1, Jπ = 1+) que
está prohibido por conservación de isospín y se ha determinado su razón
de rami�cación de valor de 2.8%. Esta emisión se debe a la mezcla de
isospín con el estado de T=0, Jπ = 1+ 12.71 MeV. A partir de esta
razón de rami�cación parcial se ha obtenido además una estimación
sobre la mezcla del nivel 15.11 MeV con el nivel 12.71 MeV en 12C de
β2 = 3.3%.

� Las energías y las anchuras de los estados conocidos del 12C se han
obtenido a través del ajuste a una función que resulta de la convolución
de una distribución Breit-Wigner con una distribución Gaussiana que
tiene en cuenta la resolución del sistema experimental. El Jπ del estado
a 13.35 MeV se ha asignado como 4− de una manera de�nitiva a partir
de los diagramas de Dalitz.
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� Para los estados de paridad natural del 12C, los datos se han clasi�cado
en función de su canal de desintegración intermedia. Se han obtenido
las razones de rami�cación parciales a través del estado fundamental del
8Be de los estados de paridad natural de 9.64, 10.84, 14.08 y 16.11 MeV.
Los Γα0, la anchura parcial de desintegración al estado fundamental del
8Be, han sido extraídos a partir de las anchuras alfa totales.

� Se ha introducido el formalismo de matriz-R como herramienta para
buscar nuevas resonancias del 12C, con especial interés en la región de
9-12 MeV. Los resultados del análisis indican que se puede explicar el
espectro sin considerar la contribución de un nivel 2+ en esta región.
Sin embargo, estos son resultados preliminares y aún no se han obtenido
datos más concluyentes.

7.4.2 Perspectivas futuras

Los datos obtenidos en las reacciones 3He + 11B → d+12C∗ y 3He + 10B →
p+12C∗ contienen más canales de reacción a parte del canal del 12C. Estudios
sobre estos canales pueden servir para futuros trabajos como, por ejemplo,
el estudio de estados excitados de 9B y 9Be. Futuros trabajos en los ajustes
de los espectros con matriz-R del 12C podrán ser utilizados para obtener
resultados concluyentes sobre la existencia de estados anchos de 0+ y 2+ en
la región de 9-12 MeV.

Se han llevado a cabo nuevos experimentos con el objetivo de aportar
nuevas evidencias sobre la existencia de un estado 2+ en esta región. Un
ejemplo es el reciente experimento por Fynbo et al. que consiste en el impacto
de un protón de baja energía contra un blanco de 11B. Este experimento fue
realizado para poblar el estado de J+ = 2+ a 16.11 MeV del 12C y buscar las
emisiones de 3α después de la emisión de un γ, utilizando el mismo método
indirecto que en este trabajo. Es posible determinar el Jπ del estado poblado
buscando emisiones γ al estado ancho de 10 MeV y haciendo uso de las
transiciones M1 a estados 2+ que son más probables que las transiciones E2
a estados 0+.

Reactor de fusión

Los resultados obtenidos tienen el valor añadido de poder ser de aplicación en
reactores de fusión, lo que deberá ser investigado en el futuro. La obtención
de energía limpia de fusión tendrá gran impacto sobre la humanidad. Se han
propuesto muchas reacciones distintas para realizar dicha fusión, pero la may-
oría de ellas emiten su energía en forma de neutrones. La fusión aneutrónica
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fue propuesta para reducir los problemas de producción de neutrones. Un
ejemplo de fusión aneutrónica es la siguiente reacción: p+11B→ 3α+8.7 MeV.
Está reacción es ideal por la gran cantidad de energía liberada y gran sección
e�caz frente a los canales con neutrones que tienen secciones e�caces más
bajas. Las medidas de distribución de energía en las partículas alfa salientes
son muy importantes para modelar esta reacción, pero presentan muchas di-
�cultades, ya que esta reacción discurre mayoritariamente a través del estado
2+ en 8Be. Ha habido varios intentos de medir la distribución de energía en
las alfas [Lin98], pero existen discrepancias entre los datos obtenidos. Aún
queda un largo camino por recorrer para entender la distribución en ángulo
y en energía de las partículas alfa emitidas en la reacción p+11B para un
reactor aneutrónico de fusión [Pri09]. Es posible que se puedan deducir es-
tas distribuciones a partir los datos obtenidos en el experimento que se ha
analizado y presentado en este trabajo de tesis.

7.4.3 Discusión

Espero que con este trabajo de tesis haya quedado claro que aún queda física
interesante por hacer en el valle de la estabilidad. Ha sido una experiencia
enriquecedora haber podido trabajar en un experimento con un acelerador
pequeño donde uno puede tener una visión más amplia del experimento. Tuve
la oportunidad de participar desde el principio en el primer experimento que
se realizó en la línea de física nuclear del CMAM. En este experimento pude
descubrir, a través del análisis de los datos, las di�cultades técnicas y las
posibles mejoras del sistema experimental. Teniendo en cuenta esta nueva
situación, diseñé un sistema mejorado y desarrollé las técnicas de análisis que
he presentado en este trabajo de tesis. Espero que con estos resultados se
pueda añadir una pieza más al puzle que es la física nuclear.
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A
Detection e�ciencies for R-Matrix �ts

Figures A.1 and A.3 show the detection e�ciency of 12C for di�erent angles
and energies above 9 MeV (starting at 9.25 MeV) for states which decay
through the 8Be(gs) while Figs. A.2 and A.4 show the same but for decay
through the 8Be(exc). Here the angular binning was of 5°. Figures A.5,
A.7 and A.9 show the e�ciency below for 9.25 MeV for states which decay
through the 8Be(gs) while Figs. A.6, A.8 and A.10 are for decays through the
8Be(exc). In this case the angular binning is of 2°. Note the large changes
in e�ciency for very small changes in angle as compared with Figs. A.1 and
A.3.
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10 12 14 10 12 14 10 12 14 10 12 14

Figure A.1: Detection e�ciency as a function of energy and angle of the
deuteron in the CM system for decays through the 8Be(gs), for energies
above 9.25 MeV. The deuteron CM angles are between 10° and 90°. In this
case the energy simulations have been done in steps of 125 keV. For each
angular bin, the distribution has been �tted and then multiplied by the data
to correct for e�ciency.
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10 12 14 10 12 14 10 12 14 10 12 14

Figure A.2: Detection e�ciency as a function of energy and angle of the
deuteron in the CM system for decays through the 8Be(exc), for energies
above 9.25 MeV. The deuteron CM angles are between 10° and 90°. In this
case the energy simulations have been done in steps of 125 keV. For each
angular bin, the distribution has been �tted and then multiplied by the data
to correct for e�ciency.
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10 12 14 10 12 14 10 12 14 10 12 14

Figure A.3: Detection e�ciency as a function of energy and angle of the
deuteron in the CM system for decays through the 8Be(gs), for energies
above 9.25 MeV. The deuteron CM angles are between 90° and 170°. For
each angular bin, the distribution has been �tted and then multiplied by the
data for that angular bin to correct for e�ciency.
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Figure A.4: Detection e�ciency as a function of energy and angle of the
deuteron in the CM system for decays through the 8Be(exc), for energies
above 9.25 MeV. The deuteron CM angles are between 90° and 170°. For
each angular bin, the distribution has been �tted and then multiplied by the
data for that angular bin to correct for e�ciency.
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7.5 8 8.5 9 7.5 8 8.5 9 7.5 8 8.5 9 7.5 8 8.5 9 7.5 8 8.5 9

Figure A.5: Detection e�ciency as a function of energy and angle of the
deuteron in the CM system for decays through the 8Be(gs), for energies
below 9.25 MeV. The deuteron CM angles are between 10° and 60°. In this
case the energy simulations have been done in steps of 125 keV. For each
angular bin, the distribution has been �tted and then multiplied by the data
to correct for e�ciency.
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7.5 8 8.5 9 7.5 8 8.5 9 7.5 8 8.5 9 7.5 8 8.5 9 7.5 8 8.5 9

Figure A.6: Detection e�ciency as a function of energy and angle of the
deuteron in the CM system for decays through the 8Be(exc), for energies
below 9.25 MeV. The deuteron CM angles are between 10° and 60°. In this
case the energy simulations have been done in steps of 125 keV. For each
angular bin, the distribution has been �tted and then multiplied by the data
to correct for e�ciency.
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8 9 8 9 8 9 8 9 8 9

Figure A.7: Detection e�ciency as a function of energy and angle of the
deuteron in the CM system for decays through the 8Be(gs), for energies
below 9.25 MeV. The deuteron CM angles are between 60° and 120°. Note
that angles between 90°-100° are not displayed because they are empty. In
this case the energy simulations have been done in steps of 125 keV. For each
angular bin, the distribution has been �tted and then multiplied by the data
to correct for e�ciency.
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8 9 8 9 8 9 8 9 8 9

Figure A.8: Detection e�ciency as a function of energy and angle of the
deuteron in the CM system for decays through the 8Be(exc), for energies
below 9.25 MeV. The deuteron CM angles are between 60° and 120°. Note
that angles between 90°-100° are not displayed because they are empty. In
this case the energy simulations have been done in steps of 125 keV. For each
angular bin, the distribution has been �tted and then multiplied by the data
to correct for e�ciency.
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7.5 8 8.5 9 7.5 8 8.5 9 7.5 8 8.5 9 7.5 8 8.5 9 7.5 8 8.5 9

Figure A.9: Detection e�ciency as a function of energy and angle of the
deuteron in the CM system for decays through the 8Be(gs), for energies
below 9.25 MeV. The deuteron CM angles are between 120° and 170°. In
this case the energy simulations have been done in steps of 125 keV. For each
angular bin, the distribution has been �tted and then multiplied by the data
to correct for e�ciency.
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7.5 8 8.5 9 7.5 8 8.5 9 7.5 8 8.5 9 7.5 8 8.5 9 7.5 8 8.5 9

Figure A.10: Detection e�ciency as a function of energy and angle of the
deuteron in the CM system for decays through the 8Be(exc), for energies
below 9.25 MeV. The deuteron CM angles are between 120° and 170°. In
this case the energy simulations have been done in steps of 125 keV. For each
angular bin, the distribution has been �tted and then multiplied by the data
to correct for e�ciency.
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