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apply for the fellowship. To Maŕıa for caring about me through all this
process and to Ismael, for his guidance and for providing me all-type-
of-quality data, so I could see the di↵erent faces of this profession. To
Kike for his amazing Geant4 code and to Angel for solving all technical
issues in the lab. To Briz for so many fruitful discussions and for being
the fun touch at work. Also to the Aarhus group, for their help in my
early experiments.

To my primos en ”Madrid” Elia, Juancho, Fla y Viru, for all the
company in my arrival to this city and for always being the best ref-
erence for me. To my fisiamigos, for that special friendship we built
despite distances and time. If I’m thankful to physics for anything
is for having placed you in my way. To my nucelares Pablo y Pati,
for all great times from festival to festival, and to all gfnitos, for all

i



ii

those necessary after-work beers ending up in improvised parties. To
el Riesgo & co, for always welcoming me with open arms. To Juanjo,
the best roommate one could have during a lockdown. To my Slap!
crew, skate mates and Detailors people, for always being a source
of disconnection and laughter. Definitely you all made everyday life
worthwhile.

To my mother, my unconditional support, sometimes the only rea-
son why I kept up with this til the end.

And lastly, a million thanks to Silvia, probably the person I’ve put
up with the most this time. For all the good moments inside and
outside our o�ce. Having you close made this time way easier.



Abstract

This thesis intends to reflect the work I’ve performed as a PhD student
during the last four years and a half at IEM-CSIC, Madrid, which is
the time dedicated to the preparation, development and analysis of
the IS619 and E788S experiments.

These experiments can be located in a research framework of weakly-
bound light nuclei whose so-called halo structure manifests on their
scattering dynamics at energies near the Coulomb barrier. A series of
similar studies began in the early 2000s and extends to the present day,
gradually reaching more exotic and heavier nuclei as facilities are able
to provide better quality and wider variety of beams. Furthermore,
detection systems become more sophisticated and theoretical models
gain accuracy.

The IS619 experiment, proposed in mid-2016 and carried out in
August 2017 at the ISOLDE facility of CERN (Geneva, Switzerland),
aims to probe the structure of the neutron-rich nucleus 15C through its
di↵erential elastic cross section at 4.37 MeV/u on a 208Pb target. The
completion of the HIE post-acceleration line of ISOLDE left a door
open to perform this measurement with a 15C beam, being IS619 the
first experimental study of this nucleus at energies near the Coulomb
barrier.

The weakly bound nucleus 15C (Sn = 1218.1(8) keV, S2n = 9394.5(8)
keV) has been investigated in several experiments at higher energies.
Its total interaction cross section is larger than that of the neighboring
14,16C and its momentum distributions for the one-neutron breakup are
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much narrower than for the rest of the isotopes in the carbon chain.
These features suggest the presence of a halo configuration that would
be unique, according to its spectroscopic factors, due to the almost
pure s1/2 single neutron wave function in the ground state, which could
partially compensate the relatively large Sn value for a halo structure.

The E788S experiment, proposed in late 2019 and carried out in
February 2020 at SPIRAL, GANIL (Caen, France), is an analogous
study at the proton-rich side of the nuclear chart: with a 17Ne beam
at 8 MeV/u on a 208Pb target and a very similar experimental setup.
Despite the availability of this beam in the facility for years, it also
happens to be the first experimental study of 17Ne dynamics near the
barrier ever.

The Borromean structure of 17Ne and the di↵erence between its
single-proton and its two-proton separation energies (Sp=1469(8) keV,
S2p=933.1(6) keV) create a clear similarity with the 11Li two-neutron
halo. This fact, together with the large matter radius, which is de-
duced from high energy measurements of the interaction cross section,
and the momentum distributions from the breakup to 15O, have given
evidence of a two-proton halo since long ago. However, the e↵ects of
such structure at low-energies remained untested.

A complete description of how these studies arise, are experimen-
tally planned and carried out, and how results are obtained will be
detailed throughout this thesis. Firstly, a general overview about the
aspects of nuclear physics related to this research will be given in chap-
ter one. In the second chapter, the most commonly used theories to
describe direct nuclear reactions will be introduced. The third chap-
ter will be focused on the experimental technique. Then, in the fourth
chapter, the development of the Monte Carlo simulations will be pre-
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sented. The analysis methods used to treat IS619 and E788S data will
be described in chapters fifth and sixth respectively. The results and
their theoretical interpretation will be discussed in chapter seventh. A
general summary of the conclusions (in English in chapter eighth and
Spanish in chapter ninth) will put an end to the present work.
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1
Introduction

The atomic nucleus is a bound physical system made of protons and
neutrons interacting mutually through the strong, electromagnetic and
weak forces.

In physics, the dynamical study of more than two bodies interact-
ing with each other through one force is, generally, not analytically
solvable, and neither is the strong interaction. This makes thinking
of an exact theory of the atomic nucleus not possible and that is why,
since its discovery in 1911 by E. Rutherford, scientists have been try-
ing to understand the behavior and features of such a complex system.

Many theoretical models have provided good approaches to describe
the structure, decay and reactions occurring in vast regions of the nu-
clear chart but, so far, experimental observation is the only method
from which we can obtain real accurate information of exotic nuclei.

Nowadays, a large part of nuclear research is carried out as a basic
science with no direct applications and mainly focused on getting a
better understanding of nature, which is already valuable, but only
time can tell us whether society will benefit from it for other pur-
poses, as it happened with its many medical applications or its energy
production possibilities.

1



2 CHAPTER 1. INTRODUCTION

1.1 Halo structure

Nuclides can be organized in the so-called Segrè chart according to
their number of protons (Z) and neutrons (N), as seen in Fig. 1.1.
These particles are indistinctly called nucleons, and the total number
of them is denoted as A.

Figure 1.1: Segrè chart of nuclides. Two dimension plot with the
number of protons Z in the y�axis and number of neutrons N in the
x�axis. Black squares are stable nuclei and colors depict the favored
decay mode; being blue �

�, red �
+, yellow ↵ and green spontaneous

fission.

In this representation, one finds that light stable nuclei lie close to
the Z = N line and, for heavier elements, stability needs more and
more number of neutrons. Out of the line of stability, nuclides are ra-
dioactive and decay with shorter half lives the further they are from it.
Going into the proton-rich and neutron-rich zones, nuclei are said to
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be more exotic and the limits beyond which they are no longer bound
are known as drip lines. It is close to these drip lines, in some of the
most exotic nuclei with shortest half lives, where unusual phenomena,
such as the halo structure, occur.

It was in 1985, at Berkeley, when accelerated radioactive ion beams
could be produced in a laboratory for the first time, that the total in-
teraction cross section for several isotope chains of light elements were
measured. Their root mean square radii could then be deduced and
remarkably large nuclear sizes disagreeing with the empirical r / A

1/3

trend (see Fig. 1.2) were found next to the neutron drip line, suggest-
ing either strong deformations or long tails in the matter distributions
[1].

Figure 1.2: Root mean square (rms) radii of several light isotopic
chains. In dashed line the empirical tendency proportional to the
cube root of the mass number is plotted. The nuclear systems 6He,
11Li and 11Be showed an anomalously large rms radii disagreeing with
the empirical curve.
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Two years later, in 1987, P. G. Hansen and B. Jonson gave a phe-
nomenological explanation to understand this characteristic feature in
terms of a reduced binding energy of some nucleons, leading to an
enhancement of the tunneling through the nuclear potential and re-
sulting in an exceptionally di↵use nuclear surface and extended wave
functions reaching large distances [2]. The term halo was then coined
and pictured as a compact core surrounded by one (or two) weakly
bound valence nucleon(s) with a long-tailed wave function.

1.1.1 Momentum distributions

Shortly after the discovery of halos, in 1988, the fragmentation of these
nuclei was studied at high energies (from tens of MeV/u to GeV/u)
and hints of deformation in the structure were found. The transverse
(referred to the beam direction) momentum distribution of the frag-
ments produced in the reaction showed a two-gaussian shape whose
widths could be directly related to the two di↵erent separation ener-
gies of the possible particles removed in the process: the ones in the
core and the ones in the halo [3]. The removal of the tightly bound
nucleons leads to a broad momentum distribution, while the weakly
bound ones produce a narrower gaussian shape, what is interpreted
as a consequence of the uncertainty principle �p ·�x � ~/2 together
with the delocation of the halo.

Later, in 1992, the longitudinal momentum could also be measured
at a lower energy (⇠ 100 MeV/u). Several low-Z targets were used
in order to ensure that the breakup was produced by nuclear interac-
tions and not Coulomb-induced ones, avoiding influences from electro-
magnetic deflection and multiple scattering that heavy targets might
introduce. Furthermore, the longitudinal momentum distribution is
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not sensitive to di↵ractive broadening e↵ects. A similar distribution
consisting of two overlapped gaussians was found and an estimation of
the projectile radius was calculated from the width of the narrow com-
ponent [4]. Both transverse and longitudinal momentum distributions
of 9Li fragments from the 11Li breakup are shown in Fig. 1.3.

Figure 1.3: Transverse (to the left) and longitudinal (to the right)
momentum distributions of 9Li fragments following the 11Li breakup
on light targets at 0.79 GeV/u and 66 MeV/u respectively. A two-
gaussian peak structure is observed in both cases. The widths of the
narrow components are �?=23±5 MeV/c and �k=20.9±0.6 MeV/c.
Pictures from [3] and [4].

1.1.2 Beta decay

An alternative probe to halo states was also provided in the early
90s by beta-decay studies [5]. The usual large �-decay rate of halo
nuclei is a clear advantage versus the typical low cross-sections for nu-
clear reactions when a low production of the exotic nucleus to study is
achieved. Weak interaction is also well understood, meanwhile uncer-
tain reaction mechanisms may lead to systematic errors. The Q-value
of light exotic nuclei is up to 20 MeV feeding states in the daughter
nucleus, which are often particle unbound, allowing for the detection
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of delayed nucleons emitted in the decay making possible correlation
studies.

Beta decay probability depends on the overlap between initial and
final state wavefunctions, and can bring information about nuclear ha-
los in di↵erent ways. For 11Li, its half-life indicates that the valence
neutrons must occupy a mixture of the predicted p-shell but with a
large contribution of the s-wave in next sd-shell [6]. Also, core and
halo decay are found to decouple in some cases, such as that of 14Be
and its core 12Be, both mostly decaying into a 1+ state in 14C and
12B respectively [7]. Even decay into the continuum leaving the core
unexcited may occur. For the 2n-halo paradigms 6He [8] and 11Li [9],
the decay to the continuum freeing deuterons (�d) was predicted and
measured, being another manifestation of their weakly bound struc-
ture.

1.1.3 Near-barrier scattering

The Coulomb barrier is defined as the energy due to the electrostatic
repulsion that two nuclei need to exceed in order to undergo a nuclear
reaction, i.e. reach the other nucleus surface. This, of course, depends
on the atomic numbers of the two nuclei (projectile + target in a re-
action) and can be then calculated as

VC =
1

4⇡✏0

ZpZte
2

rC
(1.1)

being e
2
/4⇡✏0=1.44 MeV·fm and rC the sum of the radii of the two

nuclei, which is approximated by
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rC ' 1.2 ·
⇣
A

1/3
p + A

1/3
t

⌘
fm (1.2)

This calculation leads to a Coulomb barrier height of 4.7 MeV/u for
the system 15C+208Pb and of 6.8 MeV/u for the system 17Ne+208Pb.
Nonetheless, this rC estimation is not good for halo nuclei, which
precisely are characterized by a larger radius that deviates from this
empirical trend.

Matter and charge distributions usually are the same for well-bound
nuclei, but this is not so for halo or skin nuclei. The weak binding
energy of some of the nucleons stands out di↵erences in them and cre-
ates a dipole polarizability of the nucleus in the presence of an intense
electric field. This dynamical e↵ect arises in interactions with high-Z
targets. Meanwhile the core feels certain Coulomb repulsion due to the
target, the neutron halo does not (the proton halo does di↵erently),
keeping its inertia and di↵ering from the core motion thanks to the
weak binding energy. This polarization, depending on the energy of
the projectile and the impact parameter of the reaction, might lead to
the complete dissociation of the halo: the Coulomb breakup.

In 1997 the B(E1) distribution for 11Li was measured. Two years
later, an evaluation of the e↵ects of its dipole polarizability in the
elastic scattering could be made [10]. This study predicted an impor-
tant reduction compared to the Rutherford cross section at backward
angles when the reaction energy is slightly below the Coulomb barrier.
At these energies, when nuclear e↵ects don’t play an important role,
the dipole polarizability of the halo nuclei strongly a↵ects its elastic
cross section. The possible Coulomb dissociation means that absorp-
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tion channels are opened and the angular distribution deviates from
the Rutherford trend at large angles.

1.1.3.1 Experimental antecedents

Once the dipole polarizability of halo nuclei was theoretically described
and its e↵ects in the reaction cross section below the Coulomb barrier
were predicted by the end of the 90s, an experimental campaign to
study nuclear halos via this method began in a collaboration between
several Spanish research groups: CSIC, University of Huelva and Uni-
versity of Seville.

It started in November 2002, with the lightest halo case 6He, as
it was the most intense radioactive beam produced among the halo
candidates. Its scattering on 208Pb at 5 di↵erent energies above and
below the Coulomb barrier (⇠ 20 MeV) was measured at Centre de la
Recherche du Cyclotron in Louvaine-la-Neuve (Belgium) [11]. In this
experiment, PH189, the breakup fragments were measured and theo-
retically described with a DWBA calculation, modeling the 2-n halo
as a dineutron cluster with no inner structure but with internal en-
ergy. This experiment was improved in December 2005 (PH215) in the
same facility and with the same target at one single energy of 22 MeV,
using a setup with wider angular coverage, in order to get the di↵er-
ential elastic cross-section in the full angular range [12][13]. It was
found trace of the exotic structure in the lack of a Fresnel-like inter-
ference pattern, which is typical in non-halo nuclei, as seen in Fig. 1.4.
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Figure 1.4: Angular distribution of the elastic cross for 6He+208Pb at
22 MeV measured in the PH189 and PH215 experiments plus theoret-
ical calculations for its description. Picture from [13].

In November 2006, the 11Be scattering on 120Sn at 32 MeV was mea-
sured at REX-ISOLDE, CERN (Geneva, Switzerland) in the IS444
experiment [13]. Clear analogies with the 6He elastic scattering above
the Coulomb barrier were found in the deviation from the Ruther-
ford cross-section. Nonetheless, the results of other reaction channels
showed that the dynamics were somewhat more complicated than in
the helium case, due to a competition between the direct breakup and
the one-neutron transfer, channels that turned out to have comparable
intensities. CDCC calculations were required, being essential a defor-
mation in the 10Be core.

In October 2008, the 11Li + 208Pb reaction was measured at ISAC
II-TRIUMF (Vancouver, Canada). This E1104 experiment was car-
ried out at two di↵erent energies: 24.3 MeV, i.e. below the barrier, and
29.8 MeV, i.e. above the barrier [14]. In order to determine the halo
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e↵ect in 11Li scattering, identical measurements with its core 9Li were
performed so their cross sections could be compared, minimizing the
systematical errors from the potential of the 9Li case. A theoretical
4-body CDCC model using nuclear and Coulomb couplings satisfacto-
rily reproduced the di↵erential cross section. The low-energy resonant
state and a strong dipolar coupling between the ground state and the
continuum were key points in reproducing the data, shown in Fig. 1.5.

Figure 1.5: Angular distribution of the elastic cross sections for 9Li
(blue and white circles) and 11Li (yellow circles) on 208Pb at 24.3 MeV
(in the top figure) and 29.8 MeV (in the bottom figure), measured in
the E1104 experiment. Picture from [15].
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Two years later, in 2010, the E587S experiment in GANIL (Caen,
France) measured the angular distribution of the fragments produced
in the 8He + 208Pb reaction at 16 and 22 MeV (below and above the
barrier, respectively). In this case the projectile was not strictly a halo
nucleus but a neutron skin one, however, its 4 loosely bound outer neu-
trons lead to a similar polarizability. The high beam intensity, close to
105-106 ions per second, together with the small thickness of the lead
target and the optimized Global Reaction Array (GLORIA) setup,
used for the first time, resulted in a very accurate elastic curve. The
fact of 5,7He being resonant nuclei eased the identification of the two
4,6He breakup fragments. The neutron stripping reactions were mod-
eled with DWBA and CRC calculations. A breakup description was
not even attempted since there is no suitable model available [16][17].

Figure 1.6: Angular distribution of the elastic cross section for 6He
(empty circles) and 8He (filled circles) on 208Pb near the Coulomb
barrier. Picture from [17].
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At TRIUMF, in July 2012 and June 2013, 11Be+197Au reaction was
measured during the S1202 experiment at 31.9 MeV (below barrier)
and 39.6 MeV (barrier limit). The charged particle detectors were
placed inside the TIGRESS HPGe array in order to obtain informa-
tion about the inelastic channel arising from the first excited state, at
320 keV, of 11Be, besides the elastic (see Fig. 1.7) and breakup chan-
nels as well. XCDCC calculations, taking into account the excited
structure of the core, reproduced all the measured observables [18].

Figure 1.7: Angular distribution of the elastic cross for 11Be+197Au at
39.6 MeV (top figure) and 31.9 MeV (bottom figure) measured in the
S1202 experiment plus theoretical calculations. Picture from [19].
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The evolution of these experiments over two decades has given a
tremendous push to the reaction theory challenge by the experimen-
tal results that gradually provided more and more information about
nuclei structure and dynamics.

1.2 The 15C nucleus

The long isotopical chain of carbon (A = 9 to A = 22) features in-
teresting phenomena in terms of structure; from the Hoyle state of
the stable 12C, whose description was a milestone in the understand-
ing of stellar evolution, to the most exotic, loosely bound and bor-
romean configuration of 19,22C. Relatively small separation energies
Sn for 15,17,19C of 1218.1(8), 734(18), 580(90) keV respectively, suggest
halo structures, however, radii data show certain increase in 15,19C but
not in 17C, what could be considered contradictory.

Two neutrons away from stability, 15C is a neutron-rich nucleus with
J
⇡ = 1/2+ and a 100% �

� decay mode of T1/2 = 2.449 s. The amount
of energy available in the decay is Q� = 9771.7 keV. Its first excited
level, only 740 keV above the ground state, has spin and parity of 5/2+

and a half life of 2.61 ns. The separation energy for one single neutron
Sn = 1218.1(8) keV, somewhat large for a halo structure, significantly
di↵ers from the two neutron removal energy S2n = 9394.5(8) keV [20].

In 2001, the interaction cross-sections for the 12�20C chain were mea-
sured at high energies (⇠ GeV/A) on light targets at RIKEN [21]. The
e↵ective matter densities and rms were deduced according to Glauber-
model calculations and based on the assumption of having a structure
of core plus a valence neutron. This work concluded that for the 15C
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case neither the interaction cross-section �I exhibits a halo structure
nor the density distribution reveals a remarkable tail (it is found to be
one order of magnitude less than in the case of 19C, as seen in Fig. 1.8).

Figure 1.8: Nucleon-density distributions for some neutron-rich light
nuclei, from [21]. Dashed line shows distributions deduced from a core
plus a 2s1/2 valence nucleon structure and dotted line from a core
plus a 1d5/2, both using the experimental Sn observed. Hatched areas
reproduce the interaction cross section �I of every nucleus.

Shortly after, in 2004, at intermediate energies (⇠ 80 MeV/u) and
with light carbon targets, the reaction cross sections (interaction+inelastic)
for 14�17C and the longitudinal momentum distributions for their frag-
ments after breakup were measured [22]. At these energies, the reac-
tion cross sections are more sensitive to tail components of densities.
An enhancement of the reaction cross section was seen for 15C which
was not observed in the previous experiments at higher energies (see
Fig. 1.9). The longitudinal momenta of the 14C fragments produced
in the reaction also showed a remarkable narrow width (Fig. 1.10).
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Thus, a halo configuration in 15C was suggested for the first time. Fur-
thermore, a dominant s-wave was required to reproduce the slightly
enhanced tail of the density distribution that was observed.

Figure 1.9: Reaction cross sections for several C isotopes at 950 MeV/u
and 83 MeV/u. Picture taken from [22].

Figure 1.10: Longitudinal momentum distributions for 14C from 15C,
13C from 15C and 13C from 14C. Pictures taken from [22].
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At the same time, spectroscopic factors were calculated for 15C, sup-
porting the idea of a halo-like 1s1/2 ground state. The partial cross
sections to di↵erent final states in the reaction 9Be(15C,14C)X at 100
MeV/u were measured. The channel to the 14C (0+) ground state,
amounts to a quenching factor Rs = 0.90 [23] that approaches to
unity as it usually happens with weakly bound states, in contrast to
the 0.5� 0.6 factors typical of well-bound nuclei.

In 2007, the e↵ects of the coupling to the one neutron transfer on
the elastic scattering of weakly bound nuclei started to be studied
[24], being 15C considered an interesting candidate due to its almost
pure s1/2 single valence neutron. Coupled reaction channel calcula-
tions showed an important e↵ect on the sub-barrier elastic scattering
because of the coupling to this neutron stripping. Above the barrier, it
is the fusion cross section the one showing important deviations caused
by the coupling. These works demonstrated that the halo behaviour
is due to the s1/2 structure and not to the binding energy of the va-
lence neutron. It is due to this contradictory interpretation manifested
by reactions at di↵erent energies that we decided to test the elastic
scattering of 15C on 208Pb at near-barrier energies, following the work
already done for other halo paradigm cases such as 6He, 11Li and 11Be.

1.3 The 17Ne nucleus

On the proton-rich side of the nuclear chart, proton halos are also
found, however, they occur more rarely than neutron halos and their
evidence is less clear. The charge of the proton tends to create an elec-
tromagnetic repulsion between the valence nucleon(s) and the core and
thus it is a more unstable structure. Nevertheless, in some situations
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the nuclear attraction and nucleon correlations can compensate this
e↵ect.

The 8B nucleus is the lightest existing proton halo. Actually, its in-
teraction cross section does not provide any evidence of a halo but the
momentum distributions from the high energy fragmentation and its
proton separation energy (Sp=140 keV) do. This is why the possible
e↵ects that the proton halo might show in the near-barrier scattering
[25] and in the beta decay [26] are still being investigated nowadays.
Such discrepancies in the evidences are often explained in terms of
structure, being proton halos more complicated cases than the two-
body model (valence nucleon plus inert core), that usually work at the
neutron drip line.

The lightest bound neon isotope 17Ne (J⇡=1/2�, T1/2=109.2 ms),
three protons away from stability, is the next case of proton halo that
we find. It has a Borromean binding structure (in close parallelism
with the neutron halos 6He and 11Li), whose single-proton separation
energy Sp=1469 keV is larger than the two-proton one S2p=933 keV,
and no two-body subsystem (16F, diproton) forms a bound state. No
evidence of excited bound states has been found and it 100% decays
by �

+ emission. Its matter-radius, deduced in 1994 from relativistic
measurements of its interaction cross-section, led to a value of 2.75 fm,
which is a 10% larger than those of the isobars 17N and 17F [27], and
the longitudinal-momentum distribution for the two-proton breakup
[28], with a �k = 168 ± 17 MeV/c, is quite narrower than the Gold-
haber estimation of 290 MeV/c (see Fig. 1.11). The most satisfactory
model reproducing the measured data is a 15O+p+p structure, being
the core coupled to two uncorrelated protons in a combination of 2s1/2
and 1d5/2 wavefunctions in the ground state.



18 CHAPTER 1. INTRODUCTION

Figure 1.11: (a) Longitudinal momentum distribution from 17Ne to
15O with a Be target at 66 MeV/u. (b) Comparison assuming a model
of 15O core plus two uncorrelated protons. Solid line shows the result
for a pure s-wave configuration (S1=1) and long-dashed line for a pure
d-wave configuration (S1=0). A combination of these two extreme
cases is set to reproduce the data. Picture taken from [28].

Furthermore, the strength of the first-forbidden beta decay of 17Ne
into the first excited state of 17F needs an extent s component for
the 17Ne ground state [29]. All this evidence strongly suggest a halo
structure for this nucleus.



2
Scattering theory

Nuclear reactions are one of the main sources of nuclear structure in-
formation. In 1909, Geiger and Marsden measured the scattering of
↵ particles on a thin gold foil, what is considered the first nuclear
reaction experiment in history. From such data, two years later, E.
Rutherford could infer the modern structure of the atom as we still
understand it today, with a small compact positively charged nucleus
around which electrons orbit.

A nuclear reaction is the interaction between two (or more) nuclei
that leads to a final state (in which they may have changed their com-
position), always keeping the total number of nucleons A constant as
well as conserving energy and momentum. When the process from the
initial to the final state occurs without the formation of an interme-
diate compound nucleus (i.e. typically takes ⌧ 10�22 s, which is the
time scale of the motion of a nucleon inside a nucleus), the reaction is
said to be direct. Let’s consider a beam nucleus a, with kinetic energy
Ta, impinging on a heavier target nucleus A at rest (if the target is
lighter than the projectile the reaction is said to be in inverse kine-
matics), then a two-body direct nuclear reaction is schematized as one
of the following expressions:

a+ A �! b+B (2.1)

19
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A(a, b)B (2.2)

Being b the ejectile and B the recoil, with mb ⇡ ma and mB ⇡ mA.
Each pair of nuclei with given internal states compose a reaction chan-
nel, being a + A the entrance channel and b + B the exit one in this
generic example.

We will consider projectile and target both in their ground state, as
it is the common situation when carrying out a reaction experiment at
a facility. Recoil and ejectile might be left in excited states, though,
and this would cause an energy excess in the exit channel, which usu-
ally denoted as Q and calculated as:

Q = (ma +mA �mB �mb)c
2 (2.3)

The interactions taking part in a reaction between two nuclei are
mainly two: the electromagnetic force, repulsive and long-ranged (⇠
Å); and the strong force, attractive, way more intense but very short-
ranged (⇠ fm). Taking into account the features of these two forces,
we can distinguish three cases depending on the energy at which the
reaction occurs:

• Below the Coulomb barrier: where nuclear e↵ects barely play
a role. Nucleons can only come out through tunneling and the
probability exponentially decays as we get away from the bar-
rier. Thus, nuclei mostly exhibit electromagnetic properties, i.e.
reduced transition probabilities B(E�, Ii ! If ). Targets may
experience collective excitations (Coulex ) and weakly bound pro-
jectiles might su↵er Coulomb breakup, but a mainly elastic scat-
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tering behavior is expected.

• Near the Coulomb barrier: Interferences between Coulomb and
nuclear forces prevail, resulting in Fresnel-like patterns in the dif-
ferential elastic cross-section. Electromagnetic e↵ects still show
up but more reaction channels are open as the projectile reaches
the limit of the nuclear force range.

• Above the Coulomb barrier: Quantum nuclear e↵ects dominate.
Deep inelastic and Fraunhofer-like patterns due to strong di↵rac-
tion behaviors are found in cross sections.

We will be dealing with scattering processes at energies near the
Coulomb barrrier in the experiments of this work and, thus, the most
common cases of direct reactions that we can expect are:

• Elastic scattering: The simplest reaction, where the entrance
channel a+A remains unchanged and, thus, Q = 0. It is often
written as A(a, a)A.

• Inelastic scattering: Usually the target is left in an excited state.
A part of the projectile energy goes to such excitation, so Q =
�Ex. It is written as A(a, a)A⇤. Sometimes, the excitation might
result in the projectile or in both projectile and target, and it is
also called inelastic.

• Transfer: A rearrangement of few nucleons between target and
projectile occurs so b 6= a and B 6= A. When nucleons are
transferred from projectile to target we talk about stripping and,
when are transferred from target to projectile, about pickup.

• Breakup: The projectile is broken up into two or more fragments
when it is excited above certain emission threshold because of
the electrostatic field of the target.
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2.1 Reference frame

In experiments with radioactive ion beams, the reaction target is
placed in a fixed position and all observations take place in a ref-
erence frame in which it is at rest. This frame is referred to as the
laboratory coordinate system (LAB). From a theoretical point of view,
nonetheless, the motion of the center of mass of the system is of no
relevance and it is then often convenient to use the reference frame
where such point is at rest. It is called the center-of-mass coordinate
system (CM) and most results are provided in this system.

Since the total linear momentum in the CM frame is always zero,
the velocity ~vCM of the center of mass is given in terms of the known
laboratory bombarding velocity by the relation

~vCM =
ma

ma +mA
~va (2.4)

Hence projectile and target have velocities in the center of mass frame
(magnitudes in such frame will be tagged with the super index CM) of

~v
CM
a = ~va � ~vCM =

mA

ma +mA
~va (2.5)

~v
CM
A = ~vA � ~vCM = � ma

ma +mA
~va (2.6)

Finding the ratio between them

~v
CM
a

~v
CM
A

=
mA

ma
(2.7)

The initial total kinetic energy in the center of mass frame can be
easily related to the laboratory bombarding energy
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E
CM
i = E

CM
a + E

CM
A =

mA

ma +mA
Ea (2.8)

or equivalently, can be expressed in terms of the bombarding velocity
~va and the reduced mass µ of particles a and A

1

2
µv

2
a =

1

2

mamA

ma +mA
v
2
a (2.9)

After the collision, the total linear momentum in the center of mass
frame remains zero, thus

mb~v
CM
b = mB~v

CM
B (2.10)

and the final total kinetic energy hence, that must verify the energy
balance E

CM
f = E

CM
i +Q (or in the case of elastic scattering Q = 0),

can be calculated as

E
CM
f = E

CM
b + E

CM
B (2.11)

With such considerations about energy and linear momentum conser-
vation, one can derive more or less straightforwardly any unknown
quantity.

Regarding the angle transformation, one can state that the velocity
of the ejectile in the center of mass frame is

~v
CM
b = ~vb � ~vCM (2.12)

and split into parallel and perpendicular (to the beam direction) com-
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ponents

v
CM
b cos✓CM = vbcos✓ � vCM (2.13)

v
CM
b sin✓CM = vbsin✓ � 0 (2.14)

From where it is derived by dividing both equations

tan✓ =
sin✓CM

cos✓CM + �
(2.15)

being � = vc/v
CM
b , which reduces to ma/mA for elastic scattering, but

rigorously is calculated as

� =

s
mambEa

mB(mb +mB)Q+mB(mb +mB �ma)Ea
(2.16)

On the other hand, the number of reaction products found in a solid
angle element d⌦ centered in the ✓ direction (LAB) needs to coincide
with the ones found in d⌦CM centered in ✓

CM , meaning

✓
d�

d⌦

◆

✓

d⌦ =

✓
d�

d⌦

◆CM

✓CM

d⌦0 (2.17)

and hence, if the angular distribution depends only on ✓ and it is
isotropic in �

(d�/d⌦)CM
✓CM

(d�/d⌦)✓
=

d⌦

d⌦CM
=

d(cos✓)

d(cos✓CM)
(2.18)

One can check from eq. 2.15 that the angle transformation can be
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rearranged as

cos✓ =
� + cos✓CM

p
1 + �2 + 2�cos✓CM

(2.19)

what, with a simple derivative, directly brings the relation between
solid angle elements in the two frames

d(cos✓)

d(cos✓CM)
=

1 + �cos✓CM

(1 + �2 + 2�cos✓CM)3/2
(2.20)

From eq. 2.15, one finds that very heavy targets and light projectiles
lead to � ⇡ 0 and hence the angle of the ejectile has almost the same
value in both CM and LAB reference systems (✓CM ⇡ ✓). The same
happens with the solid angle element transformation, which is very
subtle. To better appreciate the above discussion, the ratio between
the scattering angles and solid angles for the two reference frames is
shown in Fig. 2.1 for the case of an elastic scattering (Q = 0) of pro-
jectiles of mass ma = 15 and ma = 17 on a target of mass mA = 208.

Notice that, having the CM angle, the calculation of the corre-
sponding LAB one is analytical, see expression 2.15, but the other
way around needs to be computed numerically, which is the problem
here since LAB scattering angles are the ones we obtain geometrically
from the experimental setup. For such low � values as in our reactions,
a degree four polynomial is accurate enough to fit the relationship be-
tween CM and LAB frames and with the functions shown in Fig. 2.1
calculate any transformation. When the masses of projectile and tar-
get become comparable, the change of frame is more noticeable, thus
the curves for 17Ne (ma = 17) exhibit greater variation with the angle
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than the ones for 15C (ma = 15).

20 40 60 80 100 120 140 160
 (deg.)

CM
θ 

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2 

=15/208A/ma mLabθ/CMθ

=17/208A/ma mLabθ/CMθ

=15/208A/ma mLabΩ/CMΩ

=17/208A/ma mLabΩ/CMΩ

Figure 2.1: Calculated ratios between CM and LAB frames for scat-
tering angles and solid angle elements. Cases of the elastic scattering
of ma = 15 and ma = 17 on mA = 208.

2.2 Kinematics

In non-relativistic cases, when nucleons can be treated as structureless
particles (tens of MeV/u), the kinematics of a reaction can be calcu-
lated classically, imposing energy and linear momentum conservation:

Ta = TB + Tb + E
⇤
B + E

⇤
b �Q (2.21)

~pa = ~pB + ~pb (2.22)

Where E
⇤ are the excitation energies of the recoil and ejectile and

~pi =
p
2Timin̂i, being n̂i is the unit vector in the direction of motion.
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These last two equations can be rearranged to calculate the relation-
ship between the direction ✓b and the kinetic energy Tb of the ejectile:
the so-called kinematic curve. In the case of elastic scattering, where
entrance and exit channels are identical and no excitation occurs, it
reduces to the following expression:

T
1/2
b =

p
mambTacos✓b ±

p
mambTacos2✓b

mb +mB
(2.23)

2.3 Cross section

The probability by which one particular reaction happens is described
in physics by its cross section �. This can be defined for a certain
reaction channel and with respect to any of its variables, such as the
outgoing direction of the ejectile or the energy at which it takes place,
in its di↵erential form. It is defined as the proportionality constant
between the scattered flux in a given area dA centered in a specific
direction ✓ and the incoming flux.

At nuclear scales, the probability of finding a particle is purely
a quantum problem, described by the interaction Hamiltonian and
the wavefunction of the system. This is why one needs to use the
Schrödinger equation, which, in a time-independent description suit-
able for a nuclear reaction, reads

h
T̂~r +Ha(⇠a) +HA(⇠A) + V (~r, ⇠a, ⇠A)� E

i
 (~r, ⇠a, ⇠A) = 0 (2.24)



28 CHAPTER 2. SCATTERING THEORY

Where the first term is the kinetic operator of the relative motion
~r of the nuclei, Ha (HA) is the internal Hamiltonian of the projectile
(target) uniquely dependent on its internal coordinates and with solu-
tion �a(⇠a) [�A(⇠A)], V is the interaction potential and E the energy
of the system. For central potentials and with non-polarized beams
it is easily demonstrated that there are no privileged directions and
the reaction shows axial symmetry, with dependency on the polar (or
scattering) angle ✓ but not with the azimuthal one '. This means that
the same physics is expected in conical surfaces with their vertexes in
the target position and symmetry axes through the incoming beam
direction.

The solution to the previous equation must fully describe the scat-
tering process. Considering the physical case, the most frequent choice
is an incoming plane wave which, after the interaction with the tar-
get, emits a fraction of its intensity in outgoing spherical waves. The
wavefunction might su↵er a strong distortion during the interaction
but it vanishes asymptotically at large distances, meaning that the
three remaining terms of the hamiltonian depend each one on a single
variable. Therefore the wavefunction can be factorized in three parts
with di↵erent individual variables (~r, ⇠a). The entrance channel will
be tagged as ↵ and the inelastic one as ↵0, then the solution includes
three main contributions

 ! �↵(⇠↵)e
i ~k↵ ~r↵ + �↵(⇠↵)f↵↵(✓)

e
ik↵r↵

r↵
+
X

↵0 6=↵

�↵0(⇠↵)f↵0↵(✓)
e
ik↵0r↵

r↵

(2.25)
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However, if a rearrangement of nucleons occurs and the outgoing
channel has a di↵erent mass partition, tagged as �, the plane wave
vanishes

 !
X

� 6=↵

��(⇠�)f�↵(✓)
e
ik�r�

r�
(2.26)

Where, by its definition, the amplitude of each channel is directly
related to its corresponding di↵erential cross-section [30]:

d��

d⌦
(✓) =

v�

v↵
|f�↵(✓)|2 (2.27)

The aim is, thus, to find the scattering amplitudes and subsequently
the cross sections for every possible reaction channel. This task re-
quires the complete wavefunction for any case, what is in general not
solvable and requires theoretical approximations and computational
methods.

2.4 Optical Model

The optical model is the simplest quantum scattering formalism [31].
It only considers elastic scattering and treats any other channel as
a loss of flux from the incoming beam. Internal degrees of freedom
of projectile and target are not taken into account and the e↵ective
Hamiltonian for the system depends only on the their relative coordi-
nate.

The Hamiltonian can be separated into two terms: a real potential
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describing the elastic scattering and another complex one accounting
for the coupling to all other channels that participate removing flux.
Such potentials are usually determined phenomenologically by fitting
parametrized standard analytical shapes to experimental data. The
most common analytical expression is a sum of a Coulomb repulsion
and a nuclear central attractive Woods-Saxon force. The Coulomb
part corresponds to a uniformly distributed charge sphere with radius
RC

UC(R) =

(
ZpZte2

2RC

⇣
3� R2

R2
C

⌘
R  RC

ZpZte2

R R > RC

(2.28)

And as nuclear part a Woods-Saxon potential describing a mean field
of nucleons, as it is used in a shell model picture, with depth Vr, radius
rr and di↵useness ar

UN(R) = � Vr

1 + e
rr�R
ar

(2.29)

Since interaction with outer nucleons is easier, an imaginary surface
term is usually chosen, with the shape of derivative of another Woods-
Saxon potential with other di↵erent parameters Wi, ri, ai

US(R) = 4i
d

dR

 
Wi

1 + e

ri�R
ai

!
(2.30)

Additionally, as it is included in the shell model to reproduce the magic
numbers, a spin-orbit coupling term is taken into account

Uls(R) = Vls

✓
~

m⇡c

◆2 1

r

d

dR

1

1 + e

rls�R
als

(2~l · ~s) (2.31)
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In this work the Optical Model will be the theoretical framework
used to describe the measured elastic cross sections, as it is a first
approach towards more sophisticated calculations. Nonetheless, the
other common theoretical descriptions are briefly depicted in the fol-
lowing sections.

2.5 Coupled-channels (CC)

Including inelastic reactions, with the corresponding coupling to one
or more excited states of the projectile, is a more di�cult task. The
coupled-channels method takes this into account by stating a Hamil-
tonian depending on the internal degrees of freedom ⇠a of particle a

H = T↵(~r) +H↵(⇠↵) + V↵(⇠↵,~r) (2.32)

With ~r the relative coordinate between projectile and target. The to-
tal wavefunction is then expanded in a complete set of eigenstates of
the projectile

 (R, ⇠a) = �0(~r)�0(⇠a) +
X

n>0

�n(~r)�n(⇠a) (2.33)

being �n coe�cients describing the probability at a position ~r of find-
ing the projectile in the state �n. Now the Schrödinger equation for
the former Hamiltonian and the developed total wavefunction can be
expressed, after multiplying by �

⇤
n and integrating over ⇠a, as the fol-

lowing set of di↵erential equations
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[E � ✏n � T~r � Vnn(~r)]�n(~r) =
X

n 6=n0

Vnn0(~r)�n0(~r) (2.34)

where Vnn0(~r) are the coupling potentials that cause the excitation
from one state to another

Vnn0(~r) =

Z
d⇠a�

⇤
n(⇠a)V (⇠a,~r)�n0(⇠a) (2.35)

We thus obtain a set of n coupled equations, being every state coupled
to all others by one of these potentials, whose solution needs to be
found numerically. If the couplings are weak, the problem can be
treated perturbatively with the Distorted Wave Born Approximation,
itemizing the interaction in a potential describing the elastic scattering
plus a small perturbation accounting for the excitations.

2.6 Continuum-discretized CC

When the available energy reaches the separation threshold of the
exit channel and the continuum needs to be considered in the model
space, the Continuum-discretized Coupled-channels (CDCC) formal-
ism is used. Once breakup occurs, a continuum of available energies
for the fragments is permitted and discretizing it within the range of
distances which are relevant in the description of the reaction mech-
anism is the starting point of CDCC. The bins of the continuum are
treated as excited states that can be coupled among them, and this is
why it is considered an extension of CC method.

Considering the projectile a breaking up in the presence of a tar-
get into a core plus a valence nucleon c + n, an e↵ective three-body
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Hamiltonian

H = Ha + T~r + UcA(⇠cA) + UnA(⇠nA) (2.36)

being Ha the Hamiltonian for the projectile a and UcA + UnA optical
potentials that describe the elastic scattering of the core-target and
the nucleon-target systems respectively. Each bin is completely deter-
mined by its wave number interval [ki, ki+1], the angular momentum
between core and nucleon ~l, the nucleon spin ~s and the coupling be-
tween them ~j. In this way, the radial part of the wavefunction of the
core is a linear combination of scattering states uklsj(~r)

ui(~r) =

s✓
2

⇡Ni

◆Z i+1

i

wi(k)uklisji(~r)dk (2.37)

with Ni a normalization constant and wi a weight function for every
state.

The total wavefunction then is expanded in terms of eigenstates of
the projectile a and the discretized continuum

 (~R~r) = �0(~R)�0(~r) +
NX

i=1

�i(~R)�i(~r) (2.38)

giving rise to a set of coupling potentials

Uij(~R) =

Z
�
⇤
i (~r)[UcA + UnA]�j(~r) (2.39)

The result of these di↵erential equations are the coe�cients �i and
once the total wavefunction is built the scattering amplitudes are cal-
culated. This procedure is computed by the software fresco [32].
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When the problem can no longer be treated as an inert three-body
model, a more realistic approach can be introduced by considering
collective excited states in the core, keeping the structure of the valence
nucleon bound to it [33]. The states of the system are then written
as a superposition of valence configurations coupled to di↵erent core
states. This formalism is called XCDCC and is able to reproduce
e↵ects that cannot be explained with CDCC applied to a three-body
system, such as the case of the near-barrier elastic scattering of the
1n-halo 11Be [19].



3
Experimental technique

To fully perform a reaction experiment like the ones described in this
work, a combination of skills and findings from di↵erent scientific fields
are needed, many of which, escape the scope of this thesis. Still, an
overview of the main technical topics taking part in the complete de-
velopment of these experiments are given in this chapter.

The production and delivery of exotic beams, the design of the
setup, the detectors used, the electronic chain to process their re-
sulting signals and the data acquisition system will be described in
order to give a complete picture of the experimental procedure.

3.1 Exotic beams production

The production of unstable nuclei and their delivery in high quality
beams (small spread in energy, discrete spatial profile, good particle
intensity, etc.) is one of the basis of nuclear science, where large and
complex machinery is required and great e↵orts are dedicated.

Exotic nuclei need extreme conditions, like the ones found in stellar
environments, to be produced in nature. And once produced, they
quickly decay so, in order to be able to study them in a laboratory,

35
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there are two methods used at Radioactive Ion Beam facilities to ar-
tificially create them: the in-flight and the ISOL techniques. Both of
them face several challenges, such as low production cross sections and
very short half lives of the nuclei of interest or overwhelming amounts
of undesired contaminant species.

3.1.1 The In-flight method

The In-flight separation technique is based on a heavy ion energetic
primary beam impinging on a relatively thin target after which mass
separators are coupled. It does not depend on chemistry factors since
no di↵usion is needed to extract the products from the target. It
is fast since it does not require a trapping or cooling in the process
and the separation already takes place at high energy. The method is
thus more adapted to identify new isotopes, such superheavy elements,
their masses and half lives, pushing the boundaries of the known ele-
ments. In this work I will concentrate on the second method.

3.1.2 The ISOL method

The Isotope Separation On Line technique, developed in Denmark
in the early 50s, is one of the most extended methods worldwide to
produce radioactive ion beams and it is the one used at ISOLDE-
CERN and SPIRAL-GANIL (in a mixed way) for the production of
the beams used in the two experiments analyzed in this thesis work.
Even though, there are some di↵erences between the production meth-
ods at the two facilities that are discussed below.
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The technique is often schematized as a production thick target, an
ion source and an electromagnetic mass analyzer, all three components
coupled in series, as depicted in Fig. 3.1.

Figure 3.1: Scheme of the production of a low-energy radioactive ion
beam with the ISOL method. Driver beam and target material can
be di↵erent.

Firstly, a primary energetic light beam irradiates the hot and thick
primary target producing by the reactions showed in Fig. 3.2 many
di↵erent nuclear species. This process is accompanied by a large flux
of neutrons and light charged particles emitted in a wide energy range
and mainly in the forward direction. The products then di↵use out
the target, which is kept at high temperature, and are transferred to
an ion source, where they are ionized. When they are extracted from
the source they have an energy of few tens of keV and are sent to a
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dipole magnet to be separated in mass. Later, the beam can be fine-
focused with electromagnetic quadrupoles and post-accelerated with
RF cavities if needed. Of course, all this procedure needs to be done
before the nucleus of interest decays. The release from the target and
the ion-source retention are the largest delay times. These are highly
dependent on the chemical properties of the nucleus of interest and
are done, in the best case scenarios, within few milliseconds.

Figure 3.2: Three main reaction channels by which nuclei are produced
in the ISOL method when a high energy and intensity proton beam
impinges on a uranium carbide target. Target material and driver
beam are not necessarily the same.

3.2 The ISOLDE facility

The Isotope Separator On Line Device (ISOLDE, see Fig. 3.3), lo-
cated in Geneva, Switzerland, is the radioactive ion beam facility of
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CERN, operating since 1967. It is possible, by the ISOL method,
to produce and deliver beams of more than 1300 isotopes of di↵erent
chemical elements from Z = 2 to Z = 89 with half-lives down to a
few milliseconds. The interdisciplinary ISOLDE group involves radio-
chemistry, metallurgy, high temperature and surface physics and is
constantly studying and developing di↵erent target-ion-source combi-
nations to improve the already huge variety of beams provided. This
facility consumes 60% of total CERN protons and dedicates most of its
beam time to nuclear physics experiments (about 70% of it), but also
to solid state physics (⇠20%) and fields such as biology or medicine
(the remaining 10%).

1.4 GeV protons are delivered by the Proton Synchrotron Booster
(PSB) in pulses every 1.2 s (or multiples) and with an intensity up to 2
µA. The protons impinge on a thick primary target that is kept at high
temperature, producing a large variety of nuclei, which are fast liber-
ated via di↵usion into one of the di↵erent available ion-sources. After
the ion-source extraction, the singly-charged ions are accelerated to 60
keV and sent to one of the two mass separators. The General Purpose
Separator (GPS, used in IS619 experiment) has one bending magnet,
allowing the extraction of three mass-separated beams simultaneously
with a resolving power M/�M = 1000. The High Resolution Separa-
tor (HRS), on the other hand, consists of two magnets with a slit in
between and a sophisticated ion-optical system, reaching a mass re-
solving power of 5000, but often inducing losses in intensity [34]. The
layout of this low-energy part of the facility, with the incoming driver
proton beam and the two mass separators can be seen in Fig. 3.3.
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Figure 3.3: Layout of ISOLDE, with the primary targets connected to
the PSB, the two mass separators (GPS and HRS) and the low-energy
beam lines.

When a post-acceleration is required, the beam is injected into a
Penning trap, where ions are accumulated and cooled down by bu↵er
gas collisions. After it, an ion bunch with a typical duration of 10 µs
is sent to the Electron Beam Ion Source (EBIS). There, ions over-
lap with an intense electron beam to be promoted to a higher charge
state in order to get a more e�cient linear acceleration afterwards.
Such charge breeding results in a mass-to-charge ratio A/q between
2.5 and 4.5. A first linear and room-temperature acceleration takes
place in the Radioactive beam Experiment (REX), which consists of
a radiofrequency quadrupole (RFQ), an interdigital H-type structure
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(IH), three seven-gap resonators and one nine-gap one. It reaches a
maximum beam energy of 2.8 MeV/u.

In 2017, the High Intensity and Energy (HIE) part entered into
operation with three cryomodules (seen in Fig. 3.5), allowing for a
further energy boost. IS619 was the first physics run using this up-
grade in the third post-acceleration beamline. HIE-ISOLDE consists
of a superconducting linear accelerator (SC LINAC) with 20 high-�
cavities cooled with helium and distributed through 4 cryo-modules,
each based on five niobium-sputtered cooper quarter-wave resonators
(Nb/Cu QWR) and one superconducting solenoid. At the exit of the
LINAC, three beamlines (XT01, XT02 and XT03) are placed at 90�,
where di↵erent experiments are allocated [35].

Figure 3.4: Layout of HIE-ISOLDE, with the Penning trap, the REX-
EBIS, the 4 cryomodules in blue and the three beamlines XT01, XT02
and XT03 with their respective allocated experiments: Miniball, ISS
and SEC. The completion of the energy upgrade with the 4 cryomod-
ules, allowing for acceleration up to 10 MeV/u occurred in 2018.
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Figure 3.5: One of the cryo-modules of HIE-ISOLDE SC LINAC with
its five high-� cavities.

The Scattering Experiment Chamber (SEC), seen in Fig. 3.6, is a
permanent vacuum chamber coupled to the XT03 beamline of HIE-
ISOLDE. It is dedicated to reaction studies where gamma detection is
not required. Its versatile design, with 1 m of diameter and 50 cm of
height, allows for di↵erent detector configurations inside, surrounding
a reaction target. Auxiliary detection systems on the outside, such
as neutron time-of-flight walls, can also be easily arranged. It has
8 symmetrically distributed flanges; 1 for the incoming beam; 1 for
beamdump detectors; 1 for vacuum and venting; 1 for beam diag-
nostics and 4 with PCB feedthroughs, each with several 64-pin and
LEMO connectors [36].
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Figure 3.6: Arrangement of the IS619 setup inside the SEC chamber
in August 2017.

3.2.1 The 15C beam

The 15C5+ radiactiove beam used for IS619 is produced with a hot-
cathode plasma source coupled to a CaO primary target irradiated
by the 1.4 GeV PSB protons. 15C is extracted, ionized and mass-
separated with the GPS magnet, sent to the REX-TRAP, where it is
cooled down and pulsed in order to get more e�ciently a higher charge
state (5+) in the EBIS. Afterwards, the beam is driven through HIE-
ISOLDE to be post-accelerated. With the two cryomodules that were
installed at the moment of the experiment, it was enough to increase
the beam energy up to the required 4.37 MeV/u. The accelerated
beam is directed to the XT03 line, where the SEC is coupled and the
experiment is carried out.
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Unfortunately, 15N5+ and 12C4+ (same A/Q = 3) remain in the final
beam as residual gases from the EBIS. However, a 75 µg/cm2 carbon
stripping foil is placed right before the entry to the XT03 line. The
e�ciency to pass from charge state 5+ to 6+ in C is close to 100%
whereas the suppression factor for 15N5+ is about a factor of 100 for
the given energy. This completely removes 12C from the beam since it
gets another value of A/Q. For the remaining 15N the Coulomb bar-
rier with 208Pb lies around 76 MeV so a pure Rutherford scattering is
expected, in principle not introducing any disadvantage [37].

The 15C beam yield can be consulted in the ISOLDE database [38].
For the CaO primary target and 1.4 GeV booster protons it was sup-
posed to be 7.9·105 pps after the GPS. Assuming 5% e�ciency in the
transport and stripping in the EBIS, it was estimated a 4·104 pps rate
at the reaction target. Nevertheless, troubles in the production during
the experiment only made possible a fluctuating 15C beam intensity
of about 200 pps. This reduction factor ⇥200 in the expected beam
intensity seriously limited the amount of information that could be
extracted from the experimental data.

The spread in energy after the post-acceleration of the beam is mea-
sured and provided by the ISOLDE team, as shown in Fig. 3.7. The
presence of the stripper foil in the XT03 beam line caused a little shift
and spread of this profile before the entry in the experiment chamber,
which will be discussed later on.
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Figure 3.7: Scanned energy profile at A/Q = 3 beam (15N5+, 12C4+,
15C5+) after the post-acceleration process and before the stripping foil.
X-axis in MeV/u and Y-axis in arbitrary units. The excellent beam
energy resolution shows a FWHM of only 225 keV centered at 4.375
MeV/u.

3.3 The SPIRAL facility

The Grand Accélérateur National d’Ions Lourds, in Caen (France),
hosts one of the largest ion beam facilities of Europe: SPIRAL (Système
de Production d’Ions Radioactifs Accélérés en Ligne). Contrary to
the case of ISOLDE, heavy ion beams produced in the cyclotrons im-
pinge on a relatively light target. It is able to deliver elements from
12C to 238U in an energy range from few keV to almost 100 MeV/u.
It’s been operational since 2001 and its research activity is specially
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dedicated to the study of exotic nuclear structure and collision dy-
namics.

The facility consists of a cascade of cyclotrons: two injectors (C01 or
C02), two separated sectors (CSS1 and CSS2), and one post-acceleration
compact CIME (Cyclotron pour Ions de Moyenne Energie), as seen
in Fig. 3.8.

Figure 3.8: 2D layout of SPIRAL.

The wide variety of primary ion beams of GANIL allows for the
election of the projectile best suited for the production of the required
radioactive beam. The driver beam, from either CSS1 or CSS2, is
made to impinge around the axis of the primary (but laminated) pro-
duction target, from where the products are extracted by di↵usion
promoted with a gas flow. The e�ciency of this process rapidly in-
creases with the target temperature and that is why it is kept at
around 2300 K. After it, they are transferred to the high charge state
ECRIS (ElectronCyclotronResonance Ion Source). There, RF waves
accelerate the plasma electrons, which in interaction with the injected
atoms lead to high charge state ions, typically with A/Q ratios from
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2.5 to 11.1. After the extraction of this ions from the source, the
low-energy beam is mass separated thanks to a magnetic dipole of
resolution m/�m = 250. The resulting beam can be then either di-
rectly delivered or sent to CIME for post-acceleration in a range from
4.8 up to 25 MeV/u [39].

3.3.1 The 17Ne beam

The production of a 17Ne beam in SPIRAL-GANIL is achieved by the
fragmentation of a 20Ne driver beam at 95 MeV/u impinging on a
graphite target. Graphite is a refractory material able to sustain high
temperatures without serious damages. It is a light material which
is not activated, hence limiting contaminations and showing a large
range of the primary beam in it. In view of the energy deposition over
it (the narrowness of the Bragg peak would cause a rapid destruction
of the material by evaporation and sublimation otherwise) a conical
and laminated design (see Fig. 3.9) is frequently used in the facility.
Its internal structure together with such design eases the di↵usion of
the products.

The final 17Ne beam passes the ECRIS as a 3+ charge state and
with a maximum intensity after the post-acceleration with CIME of
4·104 pps. The energy range in which it can be delivered goes from
4 up to 8.2 MeV/u [40], being 8 MeV/u the chosen value in order to
be slightly above the Coulomb barrier of the system with 208Pb. No
contaminants were present, but this depends on the cleanliness of the
gas used in the production (20Ne in this case).
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Figure 3.9: Conical laminated graphite production target of SPIRAL.

3.4 The GLORIA setup

The beam provided by the facility is sent to a chamber where the re-
action of interest occurs. There, a detection system is arranged with
a specific configuration depending on the physical case under study.

For the two experiments analyzed as part of this thesis, the cho-
sen design is the Global Reaction Array (GLORIA) [41]. This is a
compact and large-coverage silicon array specially thought to mea-
sure charged particles coming from direct nuclear reactions induced
by exotic nuclei. It consists of 6 particle-telescopes surrounding the
reaction target and covers a continuous angular range from 15� to 165�

(LAB). Its total solid angle coverage is 25% of 4⇡. The telescopes are
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placed in such way that a 30� rotation of the target o↵ the beam di-
rection avoids unwanted shading due to the ladder or the foil itself,
introducing in counterpart asymmetries in the energy losses through
the azimuthal ' angle. Each telescope is tangent to a 6 cm radius
sphere and is made of two detectors: a 40 µm thick �E-detector and
a 1 mm E-detector, with a distance between them of 8 mm. All de-
tectors are fixed to a solid mechanical structure, minimizing in this
way their relative freedom. As �E-stage, DSSDs have always been
used in previous experiments. As E-stage, again DSSDs were used for
IS619 but, instead, silicon pads were chosen for E788S, as it will be
discussed later.

Manufactured by Micron Semiconductor Ltd., W1 type Double-
sided Silicon Strip Detectors are widely used in charged-particle spec-
troscopy and can be seen in Fig. 3.10. Their large 50⇥50 mm2 area is
divided in 16 p-doped strips on the front face and 16 n-doped orthogo-
nal ones on the back face, each with a 3⇥50 mm2 surface. These strips
create 256 e↵ective 3⇥3 mm2 pixels. Front strips are defined by a 50
nm depth implantation of p+-doping on the n-type silicon bulk. Back
strips, however, are made up by boron implantation to a n+-depth of
400 nm. The contact on the p-side is performed with a metal grid,
covering only a 3% of the active area and, thus, making negligible the
e↵ect of the total front dead layer for high-energy particles. On the n-
side, the contact is made with a 200 nm Al conducting surface, which,
together with the 400 nm of doping results in a 600 nm back dead layer.
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Figure 3.10: W1 type detector. Seen from the p-side on the top and
2D section throughout a n-side strip on the bottom [42].

The basic operation principle of semiconductor detectors is the cre-
ation of electron-hole pairs due to the passage of radiation through the
depletion region. This ionization e�ciency is close to 100%, although
a tiny fraction might result in phonon creation and other interaction
types which are, in any case, neglected. A reversed bias voltage cre-
ates the depletion zone where charge carriers can be generated and
drives them onto electrodes where they are collected and measured.
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The large amount of pairs means a very narrow (low statistical uncer-
tainty) signal is achieved, hence the choice of this type of detectors for
charged particle high resolution spectroscopy. Thicknesses usually go
from few tens of microns (less than 20 µm implies large undesired non-
uniformities) up to 2 mm (more than this is hardly depleted), what
leads to a good telescope configuration �E-E when the particles to
identify are not too heavy (A < 20) in an intermediate energy range
(⇠MeV/u). Drawbacks are the fragility of such thin pieces and the
manufacturing high cost.

3.5 Reaction targets

As reaction target, 208Pb is widely chosen for reaction experiments. It
is a stable nucleus with a J

⇡ = 0+ ground state and a large atomic
number Z = 82, what creates a strong electromagnetic field, some-
thing convenient if the structure of the projectile is going to be studied
through its Coulomb polarization. It is a doubly magic nucleus and
thus very well bound. It is also the most abundant isotope of lead,
with a presence of 52.4% in the natural composition. The large separa-
tion energy between the ground and first excited states (E1st = 2.614
MeV, J⇡ = 3�, T1/2 = 16.7 ps) prevents undesired inelastic reactions
from opening easily and polluting the elastic channel.

The thickness of the target is the main contribution to the experi-
mental resolution; the widening of the spectra due to the straggling in
such a heavy material exceeds any other source of energy uncertainty,
like the intrinsic resolution of the silicon detectors or the beam ener-
getic profile. It also dictates the amount of statistics: the number of
reactions occurring is proportional to the number of scattering centers
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found. Therefore, target thicknesses are decided as a balance between
these two factors. For IS619, two 208Pb targets were available: one
of 1.5 and another of 2.1 mg/cm2 (see Fig. 3.11 with their position
in the ladder). For E788S, however, only one target of 1 mg/cm2

was used during the run. The density of 208Pb is 11.38 g/cm3, so
the thicknesses are easily converted to microns, being 1.32 and 1.85
µm the cases of IS619 and 0.88 µm in the case of E788S. The target
ladder is placed with a 30� tilt with respect to the beam direction,
so the e↵ective thickness is, in average (but strongly dependent on ',
enhancing the straggling in one side of the detector array), a factor
1/cos(30�) larger. A silicon detector, an empty frame and a collimator
are always mounted together in the target ladder in order to ease the
beam tuning, its centering and alignment inside the reaction chamber.

Figure 3.11: Target ladder used in IS619 experiment with the two
208Pb targets, an empty frame, one 5 mm collimator and a silicon
detector used for the beam tuning.
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The IS619 targets were made at the University of Lisbon with en-
riched lead bought to ISOFLEX, claiming a 97.85% purity of 208Pb
and little residuals of 206Pb (0.65%) and 207Pb (1.5%). The unex-
plained bad resolution observed for the elastic channel (that cannot
be reproduced with Monte Carlo simulations, as will be explained in
Chapter 4) led to the hypothesis of a greater presence of 206,207Pb in a
range between the values specified by the provider of the material and
their natural abundance, close to the 22% each. This fact could ex-
plain the overlap with inelastic contributions very close in energy that
broaden the elastic channel and create a low-energy tail over it. That
is why a composition test was proposed and approved (STD034/20
and STD042/21) at CMAM (the local 5 MV tandem at Universidad
Autónoma de Madrid), in order to check the isotopic ratios of the
ISOFLEX material. A Pb beam was produced by sputtering and
studied in a fixed 3+ charge state by varying a magnet current and
measuring the collected charge with a Faraday cup after slits closed
at maximum. A measurement with natPb gives a magnet current for
206,207,208Pb of 94.05, 94.40 and 94.78 nA respectively which, compared
to the spectrum obtained with the ISOFLEX material, shown in Fig.
3.12, leads to the conclusion of a proper composition of the material
that is claimed by the provider. Hence the di↵erence in resolution
must be due to other factors such as inhomogeneities in the target
thicknesses or imperfections in their placements.
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Figure 3.12: Faraday cup current versus dipole magnet current for the
sputtering study of the ISOFLEX material. The only observed peak is
fitted to a gaussian function. The inset shows the equivalent spectra
measured for natural lead.

3.6 Acquisition system

The data acquisition system (or DAQ) is the ensemble of electronic
modules and software that converts the resulting signals from the de-
tectors to some type of structured digital file with the minimal relevant
information about the experiment. It is usually subdivided into two
parts: the frontend and the backend.

The frontend takes care of amplifying, digitizing the analog signals
and discriminating which ones to save. The backend, on the other
hand, is the software responsible of storing the final data, monitoring
the acquisition and displaying preliminary online analysis in order to
check the quality of the files. The link between these is the readout,
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handling the data extraction from the modules and the transfer to the
backend. A schematic overview of a general DAQ is shown in Fig. 3.13.

Figure 3.13: General scheme of the main components of the acquisition
system (DAQ).

3.6.1 Triggering logic

Some criterion needs to be established to decide which signal is worth
to save. The system is said to trigger on such signal of interest and the
decision is usually based on amplitude terms. When a trigger arrives,
the acquisition has to digitize the information and store it.
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In a synchronized mode, independently of the module that triggers,
the whole system starts digitizing, time during which the DAQ is busy.
This period of time when no new triggers can be accepted is called dead
time (DT), in contrast to the live time (LT), or time when the sys-
tem is ready to accept and digitize new ones. During dead time, the
acquisition control rejects any trigger request from the discriminated
signals. During live time, a trigger request generates a Master Start

(MS) logic signal that gates ADC modules and tells them to start
the digital conversion. While this process lasts, the modules assert a
logic busy that prevents the acquisition control to accept new triggers.

Once digitization is done, information is stored in the internal bu↵er
of the modules and, before the system is ready to accept a new trigger,
the readout transfers and saves it externally. This process is imple-
mented with a VULOM 4b logic module using TRLO II firmware.

The total number of triggers, including the ones that have been
rejected due to the system being busy, is saved by the acquisition con-
trol. This allows for the calculation of the dead time as the fraction
between the accepted triggers and the total requested ones.

DT = 1� Nacc

Ntot
(3.1)

This value is used to correct for the dead time of a given file, dividing
the saved number of counts of a detector by it.

Fan-in fan-out modules are used to replicate signals in the electronic
chain. The three-fold logic sets the logic procedure functioning as AND
and OR gates. The dual timers (also known as gate & delays) delay the
logic signals and produce a gate for the ADC. The logic chain scheme
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of E788S experiment for the 6 telescopes of the setup is shown in Fig.
3.14.

3.6.2 Signal processing

A 9 MeV charged particle fully stopped on a silicon detector gener-
ates 0.3 pC of charge. This charge is converted to a voltage signal in
a pre-amplifier, (MPR-64) always kept close to the detector in order
to avoid noise pickup. Such signal is characterized by a fast rise and
a slow exponential tail and is sent to an amplifier (STM-16+), where
it is further amplified and limited in bandwidth, producing a 0-8 V
gaussian signal with a typical FWHM of 1-2 µs (shaping time⇠0.5 µs).

Analog-to-Digital converters are based on a charge capacitor to get
the maximum value of the amplified signal. The time during which
the input signal is analyzed is controlled by a GATE logical signal. The
analog signal is converted into a digital one, dividing the maximum
amplitude that the module may receive as an input into 4096 possible
values (actually into 2n with n the number of bits, which is 12 in our
case) and allocating it to a channel. The signal is analyzed, converted
and bu↵ered while asserting a BUSY that asks for the acquisition con-
trol to wait. The main source of DT comes from the combination of
this GATE and the conversion time, which in the CAEN 785G mod-
ules that were used in both IS619 and E788S experiments, take about
10 µs (4 µs event window + 2 µs/conversion ⇥ 3 conversions). The
electronic is designed to keep a linear relationship with the energy de-
posited in the detector by the charged particles.

In order to provide a good timestamp, constant fraction discrimina-
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tors are used. If the arrival time is chosen when the signal surpasses a
threshold, two simultaneous signals with di↵erent amplitude will have
di↵erent time signature. The CFD module duplicates, delays and in-
verts every signal, and then sum them to obtain a constant crossing
point. The output signal surpasses the o↵set value at the same instant
independently on the amplitude and thus provide a good time refer-
ence. Discriminators assert a logic value whenever the signal passes
such o↵set and pass it to the Time-to-Digital converters, that times-
tamp the arrival of the signals. A TDC trigger from the acquisition
control tells to save all channels that were fired within a time window,
usually set to 4 µs, which defines the duration of an event. V1190
128ch TDC modules were used.

TDCs were only connected to the p-side of DSSDs, and PIPs (Pas-
sive Implanted Planar silicon detectors used for beam tuning) were
added to the final logic module. In the IS619 experiment, E-detectors
were also DSSDs, so an analogous chain to those of the �E-detectors
was set up. A positive pulser signal was connected to all p-side de-
tector channels in order to correct for the e�ciency of the electronic
chain if needed.

Modules are based in VME crates and communicated via VME bus.
To read data from the bu↵er, move to a physical disk and subsequently
empty the modules, the system needs to receive from the acquisition
control a readout trigger, reporting a DT while it is carrying out its
duties. The Nustar Readout Library [43] handles the code running on
a Single Board Computer in the same crate for such communication.
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Figure 3.14: General trigger logic for E788S experiment. All Three
fold logic modules (TFL) working as OR gates.

3.6.3 Backend software

Backend softwares usually run on a desktop computer connected to
the same network as the readout node. The most essential task is the
data storage, but online analysis and monitoring are always of great
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importance to check possible flaws in the acquisition, the beam or the
detectors functioning.

The relay decouples all possible tasks. It receives the readout data
and produces di↵erent streams. Usually one of them, dedicated to the
data storage, requires an external action to start/stop the acquisition,
and another one, for the online analysis, continuously consumes the
incoming data and shows some preliminary analysis of it.

Data storage was done using list mode (.lmd) format, i.e. stored in
an event by event basis, that needs an unpacking process later. For
security reasons each file is separated in parts of few hundreds of Mb
and compressed. The online stream is sent to a user interface that
allows for showing some basic analysis of the incoming data, such the
mapping of the ADC channels to detector strips or applying calibra-
tions. More complicated routines can also be implemented but, since
every experiment requires very specific and complex conditions, it’s
rather di�cult to get it ready during the progress of the acquisition,
leaving a detailed o✏ine work to a subsequent moment.

The framework for the relay process was MBS (Multi Branch Sys-
tem) [44] for IS619 (and all experiments carried out at the XT03 of
HIE-ISOLDE between 2016 and 2018). The Go4 [45] online interface
and the Ausalib [46] routines were used for the online analysis. The
global DaqC ensemble, which allowed for an intuitive control of the ac-
quisition, was developed by J. Jensen and M. Munch from the Aarhus
University in 2016, based on H. T. Johansson work [47].

For E788S, however, MIDAS (Multi Instance Data Acquisition Sys-
tem) [48] was used, developed by the Euroball collaboration as a gen-
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eral purpose acquisition system adapted for medium scale experiments
involving particle detectors and VME hardware. The software is writ-
ten in C and free licensed.

3.6.4 Data structure

The .lmd files that are saved during the experiment by the acquisition
system need an unpacking process before they can be analyzed. The
unpacker gets the information provided by the electronic modules and
organizes the data in some type of structure according to analysis con-
veniences. This is done in ucesb (unpack & check every single

bit) [49] for IS619 experiment, since all the backend used in this case
was implemented with this tool. However, a C program adapted to the
MIDAS output was developed by A. Perea for the E788S experiment in
order to unpack data. The user needs to specify the modules that are
used, their corresponding channels and the data layout in the stream.
This task is done during the setup of the acquisition system, so it is
used all through the experiments.

Unpacked files are given in .root format and data are stored in
a TTree structure, class which is optimized to reduce disk space and
enhance access speed. From the TTree hang di↵erent leaves, each one
holding specific type of data, such as objects, arrays or simple types,
for every recorded event.

For DSSD data, the most common structure consists of the following
leaves:

• DSSD F: The multiplicity in the front strips of the detector for
every event. An integer number between 1 and 16.
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• DSSD FI: The identification numbers of the hit front strips. An
array of integers (from 1 to 16) with size equal to DSSD F. Saved
in ascending order.

• DSSD F E: The energy channel for every hit in the front strips.
An array of integers (from 0 to 4096) with size equal to DSSD F.
Each position in this array corresponds to the strip indicated in
the same position of DSSD FI.

• DSSD F T: The time signal for every hit in the front strips. An
array of integers with size equal to DSSD F. Same position cor-
respondence as the previous array. Notice TDCs are frequently
only connected to one side of the DSSDs.

• DSSD B: The multiplicity in the back strips of the detector for
every event. Analogously to the front side.

• DSSD BI: The identification numbers of the hit back strips.

• DSSD B E: The energy channel for every hit in the back strips.

In addition, other leaves are added in the TTree depending on the
availability of extra signals. The PIP detectors data, time signals from
the facility clocks (such as the references of the bunch releases from the
ion source or the pulses impinging on the primary target) and patterns
indicating the detectors that trigger each event are often accessible to
the acquisition system.



4
Monte Carlo simulations

The Monte Carlo toolkit Geant4 [50] is a software dedicated to the
simulation of the passage of radiation through matter and it is the
result of a worldwide collaboration that started at CERN in 1993.
Based in an object-oriented methodology and in the practical C++
programming language, it is widely used in the field of nuclear and
particle physics. It is the chosen tool for the simulation of the detector
setup GLORIA and its response to the radioactive ion beams used in
IS619 and E788S experiments. Simulations result of great importance
for understanding the measurements, being a crucial step for geometry
optimizations and energy calibrations, as it will be discussed. The
code is split in six di↵erent parts, each performing one task, which are
going to be discussed along the sections of this chapter, paying special
attention to the details that are more relevant to the needs of these
experiments.

4.1 Detector geometry

The setup geometry is defined, being DSSDs simulated as a set of
16⇥16 adjacent squared 3.12⇥3.12 mm silicon pixels (the 0.12 inter-
strip gap is not simulated). Two continuous silicon layers on each side
of the set of pixels recreate the dead layers: one of them 50 nm thick
corresponds to the front side and another 600 nm thick to the back

63
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side. �E detectors are allocated tangent to a 6 cm radius sphere, in
which center the reaction target is placed. E detectors are situated
8 mm behind each �E, according to measurements of the GLORIA
support. A 208Pb foil is centered in the sphere conformed by the de-
tectors, with a 30� tilt with respect to the beam direction (z-axis) to
avoid the shadowing of any telescope. Each detector is firstly defined
on the Y-Z plane and centered in the origin of coordinates, then they
are rotated according to Tab. 4.1 and later are translated to their
respective positions keeping the distances that are mentioned. Front
dead layers are always placed on the side of the detectors that face
the target. An identification number is assigned to every volume that
is defined (silicon pixels, dead layers and lead target). This way, a
correspondence list is made with the experimental data pixels.

Table 4.1: Rotation angles that characterize the telescopes of the
GLORIA setup departing from the Y-Z plane.

Telescope Rx Ry Rz

A 0 52� 0
B 0 -52� 0
C 0 52� 0
D 0 -52� 0
E 75� 90� 0
F 75� -90� 0

The ensemble of telescopes and reaction target defined in the sim-
ulation is shown in Fig. 4.1, where the coordinate axes and the beam
direction are marked. Detectors in the �E stage of each telescope will
be labeled with a single letter, e.g. ’A’, and detectors in the E stage
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with a double letter, e.g. ’AA’.

Angles covered by each stage and telescope are shown in Tab. 4.2.
Note the high symmetry of the setup, with all telescopes tangent to a
sphere centered at the target and hence covering the exact same solid
angle �⌦. E-stage detectors are, however, more restrictive since they
are the same size but placed further from the target. This fact will
be limiting when imposing coincidences between the two detectors of
a telescope.

Figure 4.1: Visualization of the detector setup defined in the Geant4
simulations. X-axis in red, Y-axis in green, Z-axis in blue and reaction
target in the origin of coordinates.
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Table 4.2: Angles coverage by each detector of the GLORIA setup in
the nominal configuration.

Detector �✓LAB �'LAB �⌦
A 16.75 – 61.33� -51.67 – 51.67� 547.84 msr
AA 19.05 – 58.80� -44.97 – 44.97� 440.32 msr
B 16.75 – 61.33� -128.33 – 128.33� 547.84 msr
BB 19.05 – 58.80� -135.03 – 135.03� 440.32 msr
C 118.67 – 163.25� -51.67 – 51.67� 547.84 msr
CC 121.20 – 160.95� -44.97 – 44.97� 440.32 msr
D 118.67 – 163.25� -128.33 – 128.33� 547.84 msr
DD 121.20 – 160.95� -135.03 – 135.03� 440.32 msr
E 83.70 – 126.29� 65.73 – 114.27� 547.84 msr
EE 86.01 – 123.98� 68.57 – 111.43� 440.32 msr
F 53.71 – 96.30� -114.27 – -65.73� 547.84 msr
FF 56.02 – 93.99� -111.43 – -68.57� 440.32 msr

4.2 Physics lists

In the simulation there are no time considerations and each event ends
when all possible decays are completed and all particles have either
deposited all their energy or escaped from the mother volume defined.
On the other hand, the experimental event time window (4 µs) is much
smaller than the half lives of the nuclei of interest (15C and 17Ne) and
practically all events are over before the decay occurs. Hence, if we
let the ions to decay in the simulation, we would observe the decay
products and the recoil energy within the simulated events and the
comparison with the experimental data would not be suitable. This
is the reason why, despite having radioactive species in the beams,
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the decay libraries are disabled and only the standard electromagnetic
physics library is used.

The e↵ects of letting the beam ions to decay are shown in the Fig.
4.2, where the incoming 15C beam, with the properties provided by
the facility (energy centroid and FWHM), is made to impinge on a
bulk silicon piece thick enough to ensure it completely stops.
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Figure 4.2: Energy profile of the incoming 15C beam when letting it
completely decay, killing beta particles and preventing it from decay-
ing.

When the 15C beam is let to decay, we observe a main peak cor-
responding to the kinetic energy profile of the 15C beam convoluted
with its � decay spectrum, creating a prominent bump towards higher
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energies. If we let it decay but kill all � particles, we see an asym-
metric peak with a high energy tail due to the recoil of the daughter
nucleus. Only preventing the ion from decaying we get the gaussian
kinetic profile of the beam.

The energy loss and spread of the beam profile in the 75 µg/cm2

carbon stripping foil and in the lead targets (1.5 and 2.1 mg/cm2) are
then calculated. Targets are defined with half their real thicknesses
in order to get the profiles in their middle point, from where the ions
will be launched later. See Fig. 4.3 with the energetic profiles at the
di↵erent instances. In this figure all spectra are normalized, so a loss
in height implies a widening of the peak.
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Figure 4.3: Energy profile of the incoming 15C beam before the strip-
ping foil, after the stripping foil and at half the target thicknesses.
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The stripping foil causes a loss of barely 200 keV and a negligible
spread. However, in the lead target the beam losses are close to 1.5
MeV, considerably widening the FWHM of the incoming beam.

4.3 Particle generation

Particles are launched from the origin of coordinates, in the center of
the reaction target, where we assume the scattering happens. The en-
ergy profile at this point has first to be calculated, as it was explained
in the previous section, taking into account the losses in the first half
of the target (and in the stripping foil if it existed). With the centroid
of the energy profile, the kinetic curve, shown in Fig. 4.4, is calculated
[51]. With this method it is possible to select the range of scattering
angles in which ions are ejected and, thus, save a valuable computation
time. We avoid simulating the scattered particles going into the very
forward directions, as they are not detected by the setup. The main
disadvantage of assuming all reactions happened at the same point is
a little loss of accuracy in the simulation but it is, in any case, smaller
than the experimental resolution induced by the straggling in the lead
target, compensating the choice of the method.

The generation of the scattering angles is done according to the
Rutherford cross section, which in the CM frame reads

d�R

d⌦
=

✓
1

4⇡✏0

ZaZAe
2

4E

◆2 1

sin4 (✓/2)
(4.1)

Where Za and ZA are the atomic numbers of projectile and target
respectively, E the energy of the system and the di↵erential solid an-
gles d⌦ = 2⇡sin(✓)d✓ concentric rings on the sphere surface covering
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a di↵erential scattering angle d✓.

Figure 4.4: Kinetic curve for elastically scattered 15C on 208Pb assum-
ing the reaction occurs at half the thick target thickness. Data from
[51] with the information from Fig. 4.3. Y-axis is the lab. kinetic
energy of 15C after the reaction and X-axis is its lab. scattering angle.

The fact that the di↵erential expression of the cross section is given
for di↵erential solid angle rings d⌦ of the sphere, which depend on ✓,
has to be carefully taken into account in the random generation of the
scattering angles. A flat cross section would mean that for any angle
the probability of finding a particle is the same, regardless the size of
d⌦. Then, on the sphere surface we would find a larger concentration
of particles near the poles (✓ = 0, ⇡). This could be simulated generat-
ing uniformly distributed random numbers on the intervals [0, ⇡) for
✓ and [0, 2⇡) for ', which means a uniform distribution of particles



4.3. PARTICLE GENERATION 71

on the cartesian ✓-' plane (not on the sphere surface as one could
wrongly interpret). Extrapolating this case, it is easy to see how a
good angle generation for the Rutherford cross section would be uni-
form in ' 2 [0, 2⇡) and with a sin�4(✓/2) distribution in ✓ 2 [0, ⇡). In
order to avoid too low and too high scattering angles with no interest,
we will generate ✓ 2 [⇡/20, 19⇡/20) and, therefore, the normalization
constant for the distribution will be

Z <19⇡/20

⇡/20

1

sin4(✓/2)
d✓ ⇡ 1392.8 (4.2)

With this value, the height method for a random generation of ✓ with
a Rutherford distribution is followed by

• Generating a first uniformly distributed random number rand1
in the range ✓ 2 [⇡/20, 19⇡/20)

• Generating a second uniformly distributed random number rand2
between zero and the maximum of the normalized distribution

1

1392.8

1

sin4
�

⇡
20/2

�

• Accept rand1 as the scattering angle ✓ if rand2 is lower than the
normalized distribution evaluated at rand1

The generated angles ✓ are analytically converted to the lab. frame,
which is the one observed with the setup, before they are launched in
the simulation.
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4.4 Trajectory step

The step length during the Monte Carlo simulation is by default set too
large in some situations and might lead to a wrong energy deposition
estimation when volumes are very thin. This is our case with thin re-
action targets, �E detectors and, specially, front and back dead layers
of the W1-9G detectors. This is why, in these potentially conflictive
volumes, the step length is specified to ensure enough interaction steps
and a good energy deposition. It is done with the G4UserLimits class,
which applies over a logical volume passing as parameter the maximum
step limit. For the reaction target this limit is set to 200 nm, for the
front dead layers to 10 nm and for the back dead layers to 100 nm.
For all other volumes, limits are not specified since no problems in the
simulations have been observed.

4.5 Event construction

A particle is launched from a given position with certain initial en-
ergy and direction. No decay is allowed so the most common case
is that the generated ion losses its kinetic energy as it keeps passing
through di↵erent material volumes in a mainly rectilinear direction.
Regardless time considerations, each event ends once the particle ei-
ther has deposited its full energy in the setup materials or has escaped
from the mother volume in which the setup is defined. The number
of volumes in which some energy is deposited defines the multiplicity
of the event and it will be used to determine the (anti-)coincidences
between detectors in the data analysis. Two arrays with size equal to
this multiplicity value store the identification numbers and energies
of the di↵erent hit volumes. These three variables, together with the
event number, fill the TTree once every event is over.
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4.6 File structure

The designated variables of interest of all the events are saved in a
.root file with a TTree which is created at this instance. The defined
data leaves are defined according to the type of the variables that are
being recorded and the access to these values is specified. This out-
put file contains all relevant information with the most basic structure
but, for analysis convenience, it usually has to be rearranged for an
easier comparison with the experimental data. The more practical file
structure depends on the experimental setup and on the physical case
to study so this has to be adapted for every experiment.

4.7 Simulation predictions

In the following plots, simulations of the elastic scattering of the ra-
dioactive beams of IS619 and E788S experiments are shown. In Fig.
4.5, the expected energy deposition in the GLORIA detectors for 15C
under IS619 conditions, i.e. at 4.37 MeV/u on a 2.1 mg/cm2 208Pb
target, with the nominal geometric values of the setup. The two-
dimensional plots, built as �E versus �E+E, of every telescope are
shown. The kinetic curve is calculated as previously explained and
introduced as an input, but the measured �E+E energy depends on
the outgoing direction of the particle due to the geometric disposition
of the detectors and target, so the expected observation is shown to
the right. Note the discontinuities in energy between detectors that
are caused by the asymmetries in the azimuthal angle related to the
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target tilt respect to the beam direction.
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Figure 4.5: Simulation for elastically scattered 15C on 2.1 mg/cm2

208Pb 4.37 MeV/u. To the left: two-dimensional plots (�E vs.
�E+E) of the six telescopes of the GLORIA setup. To the right:
measured kinetic curve obtained adding together these telescopes.

Same simulation is done for the E788S experiment, with a 17Ne
beam on a 1 mg/cm2 208Pb target at 8 MeV/u; see Fig. 4.6. In both
cases the elastically scattered ions do not stop in the �E detector at
any angle so they can always be identified as discrete spots in the
two-dimensional plots (mass spectra). This is why an accurate clean-
ing condition can be set by imposing coincidences between �E and E
detectors of each telescope, only loosing boundary strips data due to
the divergence of the trajectories of the scattered particles from the
reaction point (remember sizes of �E- and E-detectors are equal so
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there is not a 100% geometrical overlap in their solid angle coverage).
It’s important to remark the influence of the target thickness in the
resolution of these reaction experiments, and how a target twice as
thick in the 15C case translates into much wider peaks despite the fact
of being a nucleus lighter and less charged than 17Ne.
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Figure 4.6: Simulation for elastically scattered 17Ne under E788S con-
ditions. To the left: two-dimensional plots (�E vs. �E+E) of the
six telescopes of the GLORIA setup. To the right: measured kinetic
curve obtained adding together these telescopes.

The elastic angular distributions of these reactions are not known
and, as this is the final goal of the measurements of this thesis, the
simulations are used for energy loss estimations, regardless the amount
of counts observed. Still, the Rutherford cross section has been used
for the simulations since deviations from this trend are expected to be
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small. Furthermore, the presence of 15N in IS619 beam at an energy
quite below the barrier (hence exhibiting pure Rutherford scattering)
is used as a reference during the analysis. The simulated 15N angular
distribution is shown in Fig. 4.7. There, it can be seen the hit patterns
of the six �E detectors of the GLORIA setup with a color legend that
reflects the number of counts measured in every pixel. Due to the
strong decreasing trend of the Rutherford formula it is appreciated
how most of the counts go to the forward detectors A and B, which
cover symmetric scattering angles, hence they show identical data ex-
cept for statistical fluctuations. The number of counts is integrated
pixel by pixel, normalized by the covered solid angle and plotted ver-
sus the scattering angle converted to CM frame, leading to the image
shown to the right. Notice, in this case, due to the thicknesses of the
detectors and the evolution of the kinetic curve, 15N stops in the �E
stage from telescope F onwards, being necessary to integrate the cor-
responding �E detectors in order to get a proper angular distribution.
In the last two telescopes C and D, where the Rutherford cross sec-
tion becomes almost flat, is noticeable how there is an increase in the
number of counts in the hit patterns for the last angles (⇠165�; pixels
F1B8) due to the dependence of d⌦ on sin(✓), as already explained in
section 4.3. Despite this apparent increase in the number of counts,
after normalizing the counts by the solid angle of the pixels, the result-
ing distribution has a continuously decreasing trend, as the expected
sin�4(✓/2) function. This e↵ect, that might result counterintuitive,
arises from the fact of changing from polar to spherical coordinates
after the reaction occurs, as result of the interaction of the incident
beam with a central potential.

In situations where the angular distribution is not relevant and the
interest of the simulations exclusively lie on the energy deposition, the
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generation of the scattering angles is done uniformly on a spherical
surface, in order to optimize computational time and get good statis-
tics even at backward angles. This means, if ' is uniformly generated
in [0, 2⇡), then ✓ is calculated as acos(1 � 2 · rand1), being rand1 a
uniform random in [0, 1). The following conversion of ✓CM to the lab.
frame tends to concentrate the points towards one pole but, with such
a large di↵erence in mass between projectile and target, the distortion
is negligible.
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Figure 4.7: Simulation for elastically scattered 15N with IS619 condi-
tions. To the left: hit patterns of the six �E detectors of the GLORIA
setup. To the right: angular distribution of the normalized number of
counts in each pixel.

To obtain the distribution shown in Fig. 4.7, angles are assigned
to the geometrical centers of the pixels. The solid angles are approxi-
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mated by the expression

d⌦pix ⇡ 9mm2

r2
cos(↵) (4.3)

Where 9 mm2 is the area of the 3⇥3 mm pixel, ~r is the vector from
the center of each pixel to the reaction point (assumed in the origin
of coordinates) and ↵ is the angle formed between r̂ and the normal
vector of each pixel n̂, calculated as cos(↵) = r̂ · n̂.

The losses in the target after the reaction occurs (assumed in the
center of the volume) and in the dead layers of the detectors is obtained
from the simulations as well. For elastic 17Ne in E788S experiment,
the profiles of the energy deposition in these di↵erent volumes is shown
in Fig. 4.8 and the total energy accumulated has a mean value of 1.93
MeV. In the same way, for 15C in IS619 experiment, with the this
mean value is found to be 2.65 MeV and 2.11 MeV for the 2.1 and 1.5
mg/cm2 targets respectively.
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Figure 4.8: Simulation of the energy losses for elastic 17Ne in the target
and dead layers of the GLORIA setup used in E788S experiment.



5
IS619 experiment

The first physics run of HIE-ISOLDE (CERN, Geneva, Switzerland)
at the SEC beamline, carried out in August 2017. The goal of IS619
experiment was to probe the halo structure of 15C at energies near
the Coulomb barrier, which had never been studied before. With two
cryomodules of the superconducting LINAC working at that time, a
15C beam could be accelerated up to the desired 4.37 MeV/u (slightly
below the Coulomb barrier) and made to impinge on a 208Pb target,
aiming to measure the angular distribution of the elastic scattering and
study whether it is distorted and other reaction channels are open due
to the halo configuration of the nucleus and the almost pure s-wave
nature of its ground state wavefunction. The already detailed GLO-
RIA setup was chosen for this purpose.

5.1 Alpha calibration

Calibration files before and after the beam measurements were taken
with the ↵ source of ISOLDE, whose specifications are shown in Tab.
5.1. Two files were taken each time: one facing �E detectors and an-
other one facing E detectors of the GLORIA telescopes. The source
emits isotropically so the observed number of counts uniquely depends
on the solid angle covered by each detector/pixel. The four emitters

79
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are deposited on the source support and the vacuum was good enough
before starting the acquisition so we can assume no energy losses oc-
curred before the alpha particles hit the detectors. Furthermore, at
these energies, all ↵ particles are fully stopped in all detectors (no
punch-through occurs) and their front dead layer (50 nm of doped
silicon) can be neglected in energy loss terms.

Table 5.1: Four-alpha source information. Nuclei that compose it and
their respective emission intensities and energies.

⇥4 ↵ source
Nucleus Intensity Energy (keV)
148Gd 100% 3182.8

239Pu
10.6% 5104.7
15.1% 5142.8
73.2% 5155.5

241Am
1.4% 5388.0
12.8% 5443.0
85.2% 5485.7

244Cm
23.6% 5762.8
76.4% 5805.0

Due to the large dynamic ranges of the detectors (>40 MeV), all
peaks lie at the very beginning of the spectra, what implies a loss of
accuracy at high energies due to a large extrapolation of the calibra-
tion. The resulting calibrated energies are, in principle, valid in the
whole energy range due to the linear response of the silicon detectors.
However, the calibration is done in the low energy part and one should
be aware that deviations can happen so, the further we measure from
the last alpha peak (E � 6 MeV), the more disagreement we could
expect with real energy values. Despite the possible wrong extrapo-
lation, the alpha calibrations are completely independent to external
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factors such as the position of the detectors or target and beam prop-
erties, so these are a rather good first approximation.

The energy spectrum of every strip is plotted with a strict mul-
tiplicity equal to 1 condition. Four maxima are found and gaussian
fits are performed. The centroids of the resulting fits are assigned to
the energy values shown in Tab. 5.1 and a linear regression between
channels and energies is calculated, e.g. the fits shown in Fig. 5.1
give a calibration line with an o↵set of 474.9 keV and a slope of 15.5
keV/channel (other strips have similar values).
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Figure 5.1: Gaussian fits to the 4 emitters in the alpha source used for
calibration. Spectrum of the first front strip of detector A. Centroids
of the fits are remarked with a triangle. Notice that only the first 475
channels of the spectrum are shown.

So far we obtained the calibration per strip, which can be applied
to the same spectra from where we got the gaussian fits.This will let
us check how good the obtained regressions are in this energy range
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and we will be able to compare the di↵erent strips behavior. With this
purpose an overlay of the 16 front calibrated strips and the 16 back
ones of detector A is shown in Fig. 5.2. From it we observe several
features. One of them is that the resolution of the front side of the
detector (p-doped side) is defaulty better than the one of the back
side (n-doped side). For the 148Gd peak, with only one alpha line, we
observe nothing but the detector response to a monochromatic energy
source and hence its intrinsic resolution, finding full widths at half
maxima (FWHMs) varying from 49.7 to 55.4 keV in the front strips
and from 63.4 to 67.4 keV in the back strips.

It is noticeable, looking at the spectra in logarithmic scale, an arti-
ficial lack of counts at around 4 MeV on every strip of detector A and
B. This e↵ect turned out to be due to a misconfigured setting (the
baseline restorer threshold, which can only be adjusted by the remote
control) of the Mesytec amplifier modules (MSCF) and is appreciated
in two of the detectors in this experiment (A and B). Luckily, this
valley lays in zone between peaks and therefore it does not prevent us
from a proper peak fitting for the calibration. Unfortunately, this will
be the proton region in the radioactive beam files and they may not
be integrated.

It can be seen how the boundary strips (1 and 16) on each detector
side show, in general, worse resolution and, sometimes, a deficit in the
counting rate. These e↵ects, due to a losses in the charge collection at
the detector boundaries, are expected when guard rings are not biased,
which is usually the case in experiments with large number of DSSDs
and electronic channels. Removing these faulty strips from the analysis
whenever strange behaviors are observed is instead a frequently used
method.
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Figure 5.2: Overlay of the calibrated alpha spectra of the 16 front
strips (top) and the 16 back strips (bottom) of detector A.
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5.2 Energy matching

Once front and back (p- and n-) sides of the DSSDs are calibrated in
energy, an energy matching has to be done. This first cleaning process
of the analysis consists of making a correspondence, for every event,
between the hits measured in the front strips and the hits in the back
strips. Hits from the two sides are paired according to the best energy
agreement, and that is why a first calibration, although it might be
rough, is required. All hits that remain unmatched, either because
there is a di↵erent multiplicity on the detector sides or because the
energy di↵erence is greater than an established limit and cannot pass
the threshold condition, are removed.

Only after matching sides, the multiplicity in the front strips is the
same as in the back strips, and a logic number of hits per pixel (hit
pattern) in DSSDs is achieved. Also the di↵erence in behavior be-
tween the detector sides can be seen in front versus back energy plots,
like the ones shown in Fig. 5.3. Most of the events lie in the diagonal
(front equals back energy), meaning a good matching performance.
The shape of the peaks in this front-back energy plane gives account
of the di↵erent resolution of the detector sides, observing, in the �E-
detectors, a narrower distribution (better resolution) when projecting
onto the front-energy axis than projecting onto the back-energy one.
Thick E-detectors show a comparable width in both sides, though, giv-
ing pretty circular distributions. The valley due to the faulty Mesytec
setting is observed through all this plane, a↵ecting both sides equally
and independently and, besides them, features involving events out of
the diagonal, which correspond to charge-sharing events, are discussed
in the following section.



5.3. CALIBRATION EXTRAPOLATION 85

1

10

210

310

det. A

 [MeV]backE

2 2.5 3 3.5 4 4.5 5 5.5 6 6.5

 [
M

e
V

]
fr

o
n
t

E

2

2.5

3

3.5

4

4.5

5

5.5

6

6.5

det. A

1

10

210

det. AA

 [MeV]backE

2 2.5 3 3.5 4 4.5 5 5.5 6 6.5

 [
M

e
V

]
fr

o
n
t

E

2

2.5

3

3.5

4

4.5

5

5.5

6

6.5

det. AA

Figure 5.3: Front versus back energies of the calibrated and matched
events in detectors A (�E-stage, top) and AA (E-stage, bottom) for
the 4⇥↵ source.

5.3 Calibration extrapolation

In principle, alpha calibration (per strip) is applied to all data as a
first approximation. Having ⇠ 60 MeV dynamic ranges, when the
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last alpha emitter is below 6 MeV, implies a large extrapolation of
the lines and, consequently, possible inconsistencies at high energies.
The inaccuracy of such extrapolation is observed when comparing the
energies in the front and back sides of the detectors, as it is shown
in Fig. 5.3. There we observe the alpha spectra calibrated by itself,
so the agreement is perfect (it is just a check of the goodness of the
fits and the linearity of that range) and from it we obtain the intrinsic
resolution of the detector. But this time and in order to appreciate
the di↵erences between sides better, the di↵erence Efront � Eback will
be plotted versus Efront, as shown in Fig. 5.4.
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Figure 5.4: Front minus back energies versus front energy for all pixels
in detectors A (top) and AA (bottom). Data from elastic scattering
of 15N+15C with the alpha calibration applied.
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We observe the energies of the elastically scattered 15C and 15N given
by the extrapolated alpha calibration. This representation illustrates,
for a given energy on the front side, the disagreement with the energy
on the back side. If the agreement is perfect (not necessarily being a
good value of the energy) the spot would lie in the Efront �Eback = 0
line, meaning front energy equals back energy. What it is found is that
the alpha calibration line for every strip wrongly extrapolates at high
energies and, what is more, all they change their trend in a di↵erent
way. This results in as many di↵erent spots in this plot as combina-
tions of di↵erent calibrations are, i.e. 16⇥16=256 (one per pixel). It is
noticeable how the di↵erences in energy between sides increase as the
energy does, diverging from the Efront = Eback value of the low-energy
part (it is properly calibrated with the alpha source) as we reach the
end of the dynamic range. This dispersion reflects a lack of linearity
in the electronic chain throughout the complete dynamic range but,
the fact that the spectra depart from the y = 0 line apparently in a
linear way, also indicates that a good approximation to the real sit-
uation could be a piecewise function made of two linear calibrations:
one for low energies up to 6 MeV (the alpha calibration works in its
own range) and another one (yet unknown) for higher energies, which
will be discussed later.

Hence, if we want to use the alpha calibration for the whole dynamic
range, two important concerns need to be taken into account: one of
them related to the front-back dispersion, making necessary to allow
large di↵erences in the energies of the sides in order to include the
good physical data; and the other one related to the real value of the
energy of a hit, which does not have to coincide with none of the values
of the sides, since there is no energy reference once the calibration line
has changed from the one given by the alpha-source. We do not know
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how much the observed energies deviate from the real values yet, but
we know the disagreements between sides is kept around ± 1 MeV for
telescope A, which is not really worrying since it is less than a 2% of
the total dynamic range and, furthermore, it is a value close to the
experimental resolution caused by the reaction target. In conclusion,
despite having almost 60 MeV dynamic ranges, the use of the alpha
calibration is a rather good first step that allows for a reasonable en-
ergy matching between the detectors sides, something which is crucial
for the following analysis.

Notice that setting an energy tolerance for detector A of ±0.1 MeV
because it is a good choice for the alpha spectra would mean a loss of
all the elastic 15N data at ⇠ 35 MeV in some pixels due to the disagree-
ment in the extrapolation of the alpha calibrations of the two strips
that define the pixel. In summary, the energy tolerance needs to be set
in terms of the dispersion observed in Fig. 5.4 in order to not lose good
physical data. The cost of leaving a tolerance much larger than the
intrinsic resolution of the detector is discussed in the following section.

5.4 Charge sharing

Charge sharing events are defined as those events where the produced
charge has been collected by two adjacent strips on, at least, one side
of the detector. They occur when a particle hits inter-strip regions,
where the electric field shows bifurcations towards charge collectors
belonging to di↵erent strips.

In Fig. 5.3, charge sharing events are identified out of the diag-
onal. In �E detectors, main branches depart from the full-energy
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peaks towards lower energies in both front and back sides. When the
full energy of an alpha emitter is detected on the front side but only
a fraction on the back side, we talk about back-side charge-sharing
events. The previous plots are obtained after the matching process so
the only signal on the front side has been paired with the signal of
the back side closest to the full energy value, leading to the horizon-
tal branches in the upper triangle of the figure. On the other hand,
when charge sharing occurs in the front side of �E detectors, similar
branches are found but, this time, deviating from the vertical. This
fact means that the charge on the back side is not completely collected
if the sharing e↵ect occurs in front strips, increasing this deficit of the
observed back energy as the fraction of sharing approaches a ratio
1/2. In thick E-detectors, even more curious e↵ects are found, since
no front-side charge-sharing occurs at all and more branches (despite
having lower intensities) with di↵erent directions are observed on the
other side. All these charge sharing phenomena in DSSD detectors are
explained in terms of the inter-strip volume itself and the geometry
of the electric field lines in it [52, 53, 54]. Nonetheless, if the charge
sharing in the alpha source files are more or less understood with the
current knowledge published in literature, at higher energies new phe-
nomena appear with stranger consequences. The danger then lies in
the appearance of discrete spots in the two-dimensional mass spectra
(�E vs. E plots) of the telescopes that might be confused with reac-
tion channels.

The amount of charge-sharing events is expected to be proportional
to the inter-strip gap surface for a uniformly irradiated detector, i.e.
about 3% of the total hits. This is most of the times a non-negligible
amount that has to be considered in the analysis and hence the clean-
ing of charge sharing events is a major task that can be tackled in
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di↵erent ways.

In view of Fig. 5.3, one could think of removing events far from the
diagonal from this plot (and hence from the matched data) in order
to clean all charge-sharing e↵ects. Indeed, this is frequently done in
DSSD analysis. Setting an energy tolerance between front and back
sides of the detector with a value comparable to the intrinsic detector
resolution keeps all events with equal front and back energies. Just
few charge sharing events near the full-energy peaks, where the frac-
tion of sharing is close to 100% on one side, might have matched the
full energy signal on the other side and remain in the data leading to
a little widening, fact that is probably masked by the resolution of the
detector and has no further relevance. This way of cleaning is pictured
in Fig. 5.5, where a main peak around front equal to back energy is
found. A matching tolerance is set based on the width of this peak,
which depends on the intrinsic resolution of the detector, and the rest
of events out of the allowed region are discarded, as they must come
from either charge sharing or other spurious coincidences between the
detector sides.

However, at energies far from the alpha-source range, charge-sharing
phenomena get more complicated. Events under the Efront = Eback

diagonal are found and these cannot be removed with an energy tol-
erance window. A step previous to the energy matching needs to be
applied by imposing no adjacent strips are hit. This introduces the
extra risk of determining whether one of the two contiguous signals is
noise or just a little fraction of the shared charge. A variable noise
threshold can be set in order to di↵erentiate the two possibilities. Re-
sults are ambiguous in noisy data but straightforward otherwise.
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Figure 5.5: Front minus back energy of the calibrated and matched
events in detectors A (�E-stage, top) and AA (E-stage, bottom) for
the 4⇥↵ source. Dashed blue region indicates the energy matching
tolerance allowed for each detector in order to remove charge-sharing
events. A ± 200 keV tolerance is chosen for detectors in telescope A
according to these plots.
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5.5 Energy resolution

The observed experimental resolution is dominated by the straggling
in the reaction targets, whose thicknesses lead to 1-2 MeV wide elas-
tic peaks depending on the observation angle, according to the Monte
Carlo simulations. The energy profile of the beam and the intrinsic
resolution of the silicon detectors also contribute to this widening to a
lesser degree. These factors cause a very limiting separation between
14C and 15C in the mass spectra. When a continuum energy distri-
bution is simulated, for an angular sector, the two nuclei are barely
distinguished, as seen in Fig. 5.6, where the separation between the
maxima of the two spectra is lower than the width of the distributions
at half the maxima.
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Figure 5.6: Simulated 14C and 15C with continuum energy distribu-
tions for an angular sector centered at 32.3� in telescope A. To the
left: mass spectra of the angular sector. To the right: projection onto
the �E-axis for the total energy range that is framed in red.
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We assume then that, unless the total energy of the two carbon iso-
topes is clearly di↵erent, it is not possible to resolve the 14C channel
from the 15C one with this resolution conditions. Despite it is mainly
due to the target straggling, a di↵erent �E detector thickness would
also help to separate the di↵erent bananas along the y � axis.

5.6 Channeling

When a particle punches-through a silicon detector with a lattice struc-
ture, the so-called channeling e↵ect might arise in the energy spectrum.
If a particle trajectory coincides with one channel of the lattice, its in-
teraction with the silicon atoms decreases and, thus, the deposited
energy is lower than the expected value predicted by the Bethe-Bloch
formula. The reduction in energy deposition depends on the direction
of the silicon channel with respect to the particle trajectory but such
detailed information about the structure of the detectors is hardly
known. That is why this e↵ect needs to be treated empirically and
many times it is not even taken into account in Monte Carlo simula-
tions.

The overall e↵ect on an energy spectrum is a continuously decreas-
ing distribution from any peak towards energy zero. For typical silicon
detectors the ratio of particles that undergo channeling creating this
low-energy tail is frequently around a 2% and should be integrated
as part of the reaction channel from where it comes. The amount of
channeling is usually negligible, but not in our case, where 15C is also
a 2% of the 15N yield and both elastic channels reach to overlap in
some situations.
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The �E vs. �E+E mass spectra for two selected pixels in the
E-stage of telescope A is illustrated in Fig. 5.7. The left plots are
obtained from data with the pure 15N beam on the thick 2.1 mg/cm2

208Pb target, hence everything observed is elastically scattered 15N.
The right ones, however, are obtained from data with the 15N+15C
beam on the same target. A fixed squared region where elastic 15C is
expected to be found is drawn in red. For some pixels, the 15N chan-
neling distribution departing from the main elastic peak extends far
enough through the �E axis. Nitrogen counts are found in this square
framed region. Such counts are dangerous since they overlap with the
elastic 15C channel and contribute to the integration of the region.
Notice that two events in the same position in the mass spectra are
indistinguishable; it is impossible to say whether one is 15N su↵ering
channeling or just 15C with a standard energy deposition.

The mass spectra for every pixel using the 15N beam are integrated
and, dividing the counts that are found in the 15C region by the total
number of counts of the plot, the channeling factors are obtained. The
obtained values are shown in Fig. 5.8 as a map of pixels, where the
color indicates how large the factors are and they reflect the fraction
of elastic 15N that undergoes channeling and consequently show up in
a conflictive region that would correspond to elastic 15C events.
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Figure 5.7: Mass spectra for two pixels selected in detector AA and
for two beams. To the left: data with the pure 15N beam. To the
right: data with the 15N+15C beam. In the top: pixel F2B2, where
the little 15N channeling e↵ect allows for a perfect 15C separation. In
the bottom: pixel F10B8, where the huge 15N channeling e↵ect pre-
vents 15C from being distinguished among the 15N channeling counts.
The red box indicates the region where elastic 15C is expected in this
telescope. 2.1 mg/cm2 target used.
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Figure 5.8: Channeling factors for detector A pixels showing the frac-
tion of elastic 15N undergoing channeling and getting into the elastic
15C region in the mass spectra.

It is found that the channeling e↵ect shows a maximum in pixel
F10 B8, reaching more than 6% of elastic 15N undergoing channeling.
Strips F10 and B8 are largely a↵ected and out of the cross delimited
by these strips the e↵ect is minor. Since channeling is understood as a
geometric e↵ect enhanced whenever the silicon lattice channels coin-
cide with particle trajectories, taking into account our setup geometry
and, assuming that the silicon lattice is more or less uniform through
the whole detector, it is understandable that there is one direction
(the one given by pixel F10 B8) where such coincidence is the greatest
and, getting far from it, the e↵ect vanishes. The inhomogeneities we
find in Fig. 5.8 must reflect changes in the silicon lattice.
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Regarding the amount of 15N undergoing channeling, it is seen that
it goes from 0 (no e↵ect) up to 6%, what is a rather large ratio in any
circumstance. Furthermore, reminding that the provided beam comes
with an abundance 15C/15N⇠2%, the channeling of 15N turns out to be
even more relevant, since it clearly exceeds the amount of 15C in some
pixels. Not considering this e↵ect would create an overestimation of
carbon in the directions where the channeling is favoured. Notice that
the channeling factors do not depend on the nucleus, so they have to
be identical for 15C. They only depend on the position of the reaction
point with respect to the setup, which determines the direction of the
outgoing particles from the reaction to the detectors (and their lattice
channels).

To face the 15C overestimation issue due to the channeling of 15N
we propose two alternatives: one is the subtraction of the channeling
background and the other is the discard of those pixels whose chan-
neling background is too large. Both methods will be based on the
channeling factors obtained above. In the first one, the background is
calculated for every pixel by scalating the amount of elastic nitrogen
out of the channeling region with its corresponding factor. Then the
whole channeling region is integrated and the background is extracted.
The scarce statistics to obtain the channeling factors (about 10 counts
of 15N per pixel in the channeling region), however, leads to large un-
certainties in the subtraction (

p
10 ⇠3, hence a 30% of error), what

in many cases creates negative counts or yet an excessive number of
15C after computing the correction. The result is an increase in the
data dispersion and in the statistical error bars so the method is soon
discarded. In the second method, the channeling factor of every pixel
is compared to the carbon abundance in the beam, which is 2% in
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average. Those pixels whose channeling factor is greater than a tenth
part of the carbon abundance, i.e. 0.2%, are considered potentially
dangerous since they are showing the same order of magnitude in the
counts of elastic 15C and 15N inside the channeling region. These
are all removed, reducing considerably the statistics but ensuring a
good 15C selection. The error bars will increase due to the decrease of
statistics but no extra errors are introduced, being this the preferred
situation.

5.7 Geometry optimization

Despite the e↵orts dedicated to the alignment of the chamber and the
setup with respect to the facility beam line, a little shift of the reaction
point (intersection between beam and target) and/or a little tilt of the
beam direction are always expected. Small variations in the position
of the detectors respect to their ideal designed configuration are also
possible. All these small deviations introduce changes in the angles
✓,' and solid angles ⌦ of the detector pixels and introduce a relevant
dispersion in the data when looking for any angular distribution of
particles. The search of the optimum angles and solid angles for every
detector is referred to as the geometrical optimization (or geometric
calibration) and, in this case, will be performed by looking for the best
15N Rutherford distribution, i.e., the case with minimum �

2.

Often, the shift in the position of the reaction point, which ideally is
the origin of coordinates ~r = (0, 0, 0), is the most important factor in
the geometric optimization. Hence, a new set of cartesian coordinates
defining its position respect to the origin ~rRP = (xRP , yRP , zRP ) has
to be found. Since there is a 10 mm diameter entrance collimator at
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the end of the beam line and right before the chamber, the accepted
shift will not be larger than ±5 mm around the origin. Sometimes,
this shift is not enough to flatten the 15N Rutherford distribution and
little tilts need to be considered around the detector axes in order to
consider imprecisions in their positions. Three angles (↵det, �det, �det)
define these tilts around their respective inertia axes. Furthermore, a
beam tilt could also play a role, described by two angles (↵beam, �beam)
that define the direction of the beam respect to the z-axis and, thus,
determining the symmetry axis of the reaction (a third angle around
the symmetry axis is meaningless). However, in this case, since the
distance from the last beam line collimator to the reaction target is so
large (above 1 m), deviations lower than 0.5� are expected, which are
negligible, specially if detector rotations are considered, which turn
out to be much more relevant.

The data to fit are the hit patterns of our detectors, which show the
number of elastic 15N measured in every pixel and should unequiv-
ocally determine the geometric situation of each detector respect to
the beam direction and position of the reaction point. In the ideal
case where the reaction point is the geometric center of the setup, the
beam direction is exactly the z-axis and the detectors are placed in
their ideal position, the angles that define every pixel in the setup, on
the ✓� ' plane, would be the ones shown in Fig. 5.9. With these an-
gles (and the solid angles associated to them), however, it is not found
a proper Rutherford angular distribution; there are discontinuities be-
tween detectors and broad distribution of points, what indicates the
need of a geometric optimization.

With the angles and solid angles calculated from a possible geomet-
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Figure 5.9: Angles ✓,' for every pixel of the �E detectors assuming
the reaction point at ~r = (0, 0, 0) and the beam direction along z-axis.
Detector A in red, B in blue, C in light green, D in dark green, F in
orange and E in purple.

ric configuration, the observed number of 15N counts (N obs) in every
pixel is compared to the expected value N exp given by the Rutherford
formula

N
exp = Ibeam · t · �Pb ·

d�Ruth

d⌦
·�⌦ (5.1)

Being Ibeam the beam intensity, t the measurement time (after dead
time correction), �Pb the superficial density of scattering centers fac-
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ing the beam, d�Ruth/d⌦ the Rutherford di↵erential cross section and
�⌦ the solid angle of the pixel. Notice the dependence on ✓ of the
Rutherford cross section, that �Pb depends on the thickness of the
target, that the intensity Ibeam fluctuates through the experiment and
hence is an averaged value and that this expression is given in the CM
frame.

Then, all observed and expected values are compared pixel by pixel
and the �

2 value, normalized by the number of degrees of freedom, is
calculated as

�
2

dof
=

1

N � 1

X

i

(N obs
i �N

exp
i )2

N obs
(5.2)

The values of �Pb and live time t for each target measurement are
shown in the following table

Table 5.2: Thickness, superficial density of scattering centers facing
the beam and live time of measurement with each 208Pb target with
15C(+15N) beam.

Target thickness Scattering centers �Pb Live time

2.1 mg/cm2 7.03·1022 m�2 396257 s (110.1 h)
1.5 mg/cm2 5.01·1022 m�2 121298 s (33.7 h)

Where the live time has been computed from the number of total
versus accepted triggers. The superficial density of scattering centers
�Pb is approximated as the number of atoms per volume nPb times the
e↵ective length (facing the beam) of the target leff , what is expressed
in terms of the volume density of lead ⇢Pb, the Avogadro constant NA

and the atomic mass A of 208Pb. The e↵ective length is the target
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thickness divided by cos(30�) in order to correct the tilt respect to the
beam direction.

�Pb = nPb · leff = ⇢Pb
NA

A
· leff =

= 11.38
g

cm3

6.02 · 1023

208

mol
�1

g ·mol�1
· leff =

= 3.29 · 1028 m�3 · leff (5.3)

Being leff = 1.32 · 10�6
/cos(30�) m in the case of the thin target and

1.85 · 10�6
/cos(30�) m in the case of the thick one.

On the other hand, d�Ruth/d⌦ and �⌦ for every pixel are calculated
for every attempted geometric configuration.

d�Ruth

d⌦
=

✓
1

4⇡✏0

Z1Z2e
2

4E

◆2 1

sin4 (✓/2)
=

=

✓
↵~c · Z1Z2

4E

◆2 1

sin4(✓/2)
=

=

✓
197

137
· 7 · 82
4 · 60.62

◆2 1

sin4(✓/2)
fm2 (5.4)

Where ↵ is the fine structure constant ⇡ 1/137, ~c = 197 MeV·fm
and E = 60.62 MeV is the energy of the system in the CM frame
(Elab = 65 MeV). The resulting units of the cross section are fm2,
equivalent to 10�2 b or 10�30 m2.

The beam intensity Ibeam is not known accurately and, if one tries
to leave it as a free variable during the optimization, might find
convergence troubles. For instance, letting vary the intensity Ibeam

together with the coordinates of the reaction point (XRP , YRP , ZRP ),
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it gives the �
2 trend over the Ibeam � ZRP plane shown in Fig. 5.10,

meaning that the algorithm does not find a minimum.

Figure 5.10: �
2 surface over the Ibeam � Z plane under two di↵erent

perspectives. A valley of minima is found, meaning that for a given
Ibeam there is a value of Z leading to a Rutherford fit of the hit maps
with �

2 close to 1.

Fig. 5.10 shows that the parameters Ibeam and ZRP , despite not
explicitly, are closely related in Eq. 5.2. For any beam intensity there
exists a ZRP position of the reaction point giving an equally good
Rutherford fit of the hit pattern than infinite others (from the �

2

point of view). Thus, it is needed to fix either the beam intensity or
the ZRP coordinate in first instance. The shift in ZRP is expected
to be lower than ±5 mm due to the inaccuracy hanging the target
ladder by hand in the setup. The fluctuations of the beam yield were
observed to be rather large, making di�cult to get an averaged value
during the measurement time. Consequently, it seems preferably to
fix ZRP ⇡ 0 and find a proper value of the intensity, checking later
that the ±5 mm uncertainty translates into a reasonable error of
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the intensity better than the vague information we have about it.
Furthermore, we can assume that the optimization of each detector
separately leads to di↵erent XRP and YRP coordinates since their
positions might di↵er a little from the ideal designed positions,
however, the intensity Ibeam should be the same for all of them. For
this purpose, and since our knowledge about the beam intensity is so
scarce, it is convenient firstly to find a value of Ibeam giving a good
agreement between the detectors in the setup. It is possible to do so
taking advantage of the fact of having several detectors, assuming in
first instance that they are perfectly placed in their ideal positions,
and letting vary the coordinates XRP and YRP , determining ZRP

consequently. Using detectors A and B, which cover forward angles
from 15 to 65� (the huge change in the Rutherford formula at low
angles makes them more e↵ective), the code clearly converges with
a sensibility greater than 0.1 mm. This is less than the size of the
spatial profile of the beam (expected to be of few mm), so the result
exceeds the required accuracy. The �

2 surface over the XRP � YRP

plane and the angular distribution of the intensity observed from
every pixel in the minimum are shown in Fig. 5.11.
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Figure 5.11: To the left: �2 surface over the XRP � YRP plane fitting
the 15N beam intensity observed from pixels in telescopes A and B. To
the right: the angular distribution minimizing the �

2. All files with
the 1.5 mg/cm2 (thin) target. The two telescopes are assumed to be
in their rigid designed configuration.

The deduced averaged 15N intensities during the measurements with
both targets, the minimum �

2 and the position of the reaction point
in each case are shown in the following Tab. 5.3.

Table 5.3: Averaged 15N beam intensity, minimum �
2 and reaction

point position (XRP , YRP ) found for each target measurement.

Target (XRP , YRP ) 15N intensity 15C intensity

2.1 mg/cm2 (0.3, -0.3) mm 5.57·104 pps 0.96·103 pps
1.5 mg/cm2 (-0.3, 1.6) mm 7.86·104 pps 1.42·103 pps

The reaction point coordinates for each target are obtained from
the 15N data, which are more reliable due the larger statistics. It is
observed that the position di↵ers a little for the two target positions,
something understandable within these limits. The fluctuations
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in the beam intensity throughout the experiment are clear in the
deduced values for each target measurement. Despite everything, the
consistency in the abundance ratios and the agreement between these
both telescopes are satisfactory enough for a good angle and solid
assignation to every pixel.

Besides this, it is evident there is a little disagreement between tele-
scopes A and B, meaning it is needed some relative freedom in their
position respect to the nominal configuration that can be corrected. It
turns out that telescope B needs a 3� tilt respect to its own y-axis in
order to reproduce a flat 15N Rutherford distribution. This tilt is de-
termined following the same procedure of minimizing the �2 value the
fit once the averaged intensity and the x� and y� coordinates of the
reaction point have been chosen assuming a rigid (nominal) configura-
tion of the setup. With these and the new tilt applied over telescope
B, the consistency in the geometry and intensity is kept and the agree-
ment between the two telescopes hugely improves, as it can be seen in
Fig. 5.12. Same method is applied over 2.1 mg/cm2 target data. This
little discrepancy respect to the nominal position might describe just
the use of a thicker washer in the support of the detector and it is seen
how it needs to be corrected in order to get a good agreement between
the symmetric detectors and proper flat Rutherford distribution of 15N
in telescope B.
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Figure 5.12: 15N angular distribution observed from pixels in tele-
scopes A and B with the 1.5 mg/cm2 target data. Optimized position
of the reaction point assuming a rigid configuration of the two tele-
scopes plus a 3� tilt around telescope B y�axis. This relative degree
of freedom is seen that needs to be allowed in order to get a proper
flat Rutherford distribution in telescope B and a good agreement with
telescope A.

Once the geometry is optimized and the assignment of scattering
angles and solid angles for every pixel is made, it is tested for 15N in
the full angular range, in order to ensure that a Rutherford behavior
is found, as expected and guarantee that it can be use to normalize
15C data afterwards. The result is seen in Fig. 5.13. Some statistical
fluctuations are observed from 60� onwards.
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Figure 5.13: 15N angular distribution averaged in 5 angular sector per
telescope observed in all working detectors of the setup. Data for the
1.5 mg/cm2 target. The expected Rutherford distribution is observed.

5.8 Mass spectra construction

The use of DSSD as both �E and E-detectors of the telescopes allows
for two di↵erent methods in the construction of the mass spectra, de-
pending on the stage (�E or E) in which pixels are selected. If one
pixel is fixed in the �E stage, the E-stage detector then is treated as a
non-segmented pad (it can be checked that counts will be distributed
in set of ⇠4 pixels behind the �E pixel). Then, the angle and solid
angle associated to those events will be the one of the fixed pixel,
which is the one that constrains the selection. In telescopes A and B,
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it is preferable to choose the pixels in the E-stages (which have some
dead strips), since all strips are alive in the �E detectors and, when
looking for multiplicity 2 events, we avoid the problem of the missing
hit due to the dead strips. In the other telescopes, however, it is better
to choose pixels in the �E-stage, since 15N does not completely punch
through such detector and sometimes lead to multiplicity 1 events that
need to be considered. Some examples of mass spectra for the final
angular sectors are shown in Fig. 5.14. They are built by selecting the
pixels (and hence angles) in the �E stage and imposing multiplicity 2
(i.e., multiplicity 1 in the �E-detector and multiplicity 1 also in the E-
detector of the same telescope). Strip front-11 is dead in telescope F,
as well as front-4, front-5 and back-8 in telescope E. The empty pixel
in the sector of telescope D is alive but has measured 0 counts, so its
solid angle will contribute to the results. In the figure of telescope F,
where nitrogen barely stops in the�E stage and its distribution can be
clearly appreciated, it is seen an evident 15C region which also shows
the same aspect, as it is expected for any elastically scattered nucleus.
At these angles, the channeling overlap, whose e↵ect is proportional
to the amount of nitrogen, becomes less important, so it should not be
worrying during the integration. In telescopes E and D (angles above
89�), where the elastic channel is expected to show some absorption
and other channels to open, nonetheless, things get more complicated.
Elastic 15C should exhibit the same features as elastic 15N, but nitro-
gen’s shape is not fully observed (part stops in the �E stage) and its
shape is not well understood (very broad and flat instead of peaked
spectra). This, together with the fact that 14C and 15C are not sep-
arable at the same energy, makes impossible to make any statement
about whether 14C channels are open and all we can do is perform a
quasi-elastic integration of what we believe it is 15C.
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Figure 5.14: Mass spectra and hit patterns for given angular sectors.
All 15C on 1.5 mg/cm2 target data. Alpha calibration and matching
tolerance applied. Multiplicity 1 in both �E and E detectors of the
telescopes.
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In the first angular sector of telescope E (see middle plot of Fig. 5.14),
the 9-10 carbon counts around �E⇡ 30-35 MeV are quite widespread
respect to the resolution predicted by the simulation. Even they seem
to be grouped in two clusters. This might indicate there exists an extra
reaction channel overlapped with the elastic. But, also, the nitrogen
shows an extraordinarily wide distribution for what uniquely should
be an almost discrete spot of elastic scattering. In the angular sector
of telescope D (bottom plot of Fig. 5.14), there are clearly no counts
other than 15N, but there will be in the thick target files, making the
cross section not to vanish at any angle.

5.9 Further energy corrections

It’s clear that the extrapolation of the alpha calibration is not good
enough, as it’s been discussed in the p- vs. n- plots, shown in Fig.
5.4. We can perfectly assume that the linear regression done up to
⇠ 6 MeV with the 4⇥alpha source di↵ers more and more from the
real energy values as one keeps getting far from the last point of the
calibration. Hence, another linear calibration with di↵erent o↵set and
slope should exist, able to reproduce the spectra in high energy regions.

On the other hand, a 20% error in the thickness of the �E detectors
is perfectly possible according to the manufacturer. This means
that for a nominal 42 µm thick detector, a 8 µm fluctuation is
acceptable. For 65 MeV 15N ions, it might mean energy shifts above
5 MeV. The beam energy is given by the ISOLDE team with an
accuracy of 225 keV (FWHM). The dead layers and reaction target
thicknesses may show also some errors, let’s say of a 10%, due to
incomplete depletion of the detectors or imprecisions during the
manufacturing method. These uncertainties might only explain 170
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nm of intermediate material which is not considered in the simula-
tions and would not cause a di↵erence larger than 200 keV in the
expected energy losses. This is pretty below the experimental energy
resolution in any case, so we conclude that the �E thickness must
be the most important factor in the deviation of the observed energies.

The fact that all available beams during the experiment do punch-
through the �E stage (at least in the region with large statistics, i.e.
forward angles), together with the scarce information about these
detector thickness and the bad behavior of the alpha calibrations
when they are extrapolated to high energy regions, lead to many
uncertainties about the energies that are experimentally observed. In
this section di↵erent techniques are proposed in order to understand
and explain the energy spectra and shed some light on the experi-
mental setup behavior.

5.9.1 �E vs. E relative correction

Calibrations are firstly done strip by strip with the ↵-source. The
change at high energies where they are extrapolated is associated
to the electronic chain to which each strip is connected. Since the
electronic modules accept 32 channels, a complete DSSD is connected
to a single shaper amplifier and, hence, global di↵erences from
detector to detector may occur. The �E vs. �E + E plots of
telescopes A and B, which cover the same scattering angles angles
from 15 to 65�, and hence should look very similar (at least in the
�E + E axis), are found to be, actually, contradictory; see Fig. 5.15.
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Figure 5.15: Mass spectra for central pixels (strips 6-10 on both sides)
of telescope A and B with alpha calibrations. Elastic 12C data on 1.5
mg/cm2 thin target.

Telescope B shows very di↵erent total energy total energy of 12C.
Also, its channeling tail reaches energies higher than the elastic spot,
what is unfeasible. There is a general distortion of the mass spectrum
respect to the one of telescope A, which shows a vertical channeling
tail, as expected. Still, the energy values from any telescope cannot
be taken as good as long as the ↵-calibrations are used. We can
ensure, however, no distortion is introduced in the mass spectrum
of telescope A due to relative di↵erences in the electronic chains of
detectors �E and E.

If alpha calibrations are going to be extrapolated, besides being
aware of the wrong energy values that they provide, this distortion
has to be corrected to get a proper shape of the di↵erent reaction
channels in the 2D plots. The need of such correction has already
been observed in other works with similar segmented silicon detectors
[12], proposing a multiplicative constant factor for the energy of one
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of the telescope detectors respect to the other. Here, such factor has
been applied to the E-detector, which only influences the x-axis of
the mass spectrum, which, hence, is built as �E vs. � E + �·E, being
� a constant close to unity. The e↵ect of such � factor is appreciated
in Fig. 5.16.

The correction factor is chosen according to the channeling tail, which
needs to be vertical. This corresponds to a � = 0.85 (middle case in
Fig. 5.16) for telescope B. In telescope A it happens to be � = 1, so
no correction is needed. In general, the factor can be chosen from
the pixel with the largest channeling e↵ect and it will be valid for
the whole E-detector. Once the distortion is solved, a recalibration
can be attempted if one needs to obtain more accurate values of
the energies. The total energy observed with the alpha-calibration
together with this correction factor, i.e. �E↵+ � ·E↵ can be modified
in order to recreate the Monte Carlo simulations. It is discussed in
the following section.
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Figure 5.16: Mass spectrum and its projections for nine di↵erent cor-
rection factors � = 0.45 � 1.25. Detector BB pixel F7B8 (largest
channeling tail). Elastic 12C data on 1.5 mg/cm2 thin target. All pro-
jections are normalized.

5.9.2 �E + E recalibration

The energy deposition of a scattered beam in each stage strongly
depends on the �E thickness, which is unknown with a large
uncertainty of a 20%, as discussed. Thus, a recalibration of the total
energy Etot = �E + E is firstly suggested, where such dependency
on the �E thickness almost vanishes. A lower �E thickness means a
lower energy is deposited in the �E detector, however, it will always
be compensated with a larger value in the E-detector, where the
particles stop. The position of the dead layers, which are relative to
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the �E thickness, introduce a minor but unavoidable error: it is not
the same a 500 nm dead layer after 38 µm of active volume than after
42 µm in the total energy deposition. Either way, this method allows
for a reconstruction of the kinetic curves, which were far from real-
ity when using the alpha calibration and also a deep understanding
of the asymmetries through the azimuthal angle ' in the energy losses.

Considering the 12C and 15N elastic peaks in every pixel of the
E-detector, the total energy �E+E of each peak (any pixel of �E
hitted) observed with the alpha calibration is compared to the Monte
Carlo simulation (performed with the nominal �E thickness, which is
42 µm in the case of detectors A and B). Then, the �E+E energies
are modified aiming to make coincide the experimental data and the
simulations. Of course, this method is only applicable when peaks can
be properly fitted, strongly limiting the angular range of application
to the two forward telescopes A and B, where statistics per pixel are
good enough to ensure good gaussian fits. The proposed recalibration
reads as follows

(�E + E)RC = a · (�E↵ + E↵) + b (5.5)

Where the subindex ↵ denotes those energies are observed with the
↵ calibration and a, b are the recalibration parameters, calculated as

a =
E

15N
sim � E

12C
sim

E
15N
↵ � E

12C
↵

(5.6)

b = �(E
12C
↵ · a� E

12C
sim) = �(E

15N
↵ · a� E

15N
sim) (5.7)

The slope a reproduces the separation of the two peaks that have
been used. The o↵set b shifts the spectra after applying the new
slope so the centroids lie in the positions obtained with the simulatons.
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A comparison between the 15N and 12C kinetic curves observed
with the ↵ calibration and the Monte Carlo simulations are shown
in Fig. 5.17. The large discrepancy between the observed and
expected energies makes clear how wrong the extrapolation of ↵

calibrations works. The experimental kinematic curves are not
only several MeV below the simulated values but also show slightly
di↵erent trends. A recalibration aiming to reconstruct the simulations
is proposed. 12C and 15N data are used to get the recalibration
parameters a, b, so the ↵-calibrated centroids are forced to coincide
with the simulated ones. The total �E+E energy of any other beam
should now be well estimated if the simulations used are realistic
enough (proper energy beam, target thickness and detector positions).
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Figure 5.17: Centroids of the elastic 15N and 12C peaks on the thin 1.5
mg/cm2 target in each pixel versus the scattering angle. Monte Carlo
simulations (filled circles) are compared to experimental data (empty
circles) with the ↵ calibration (bright colors) and after the proposed
recalibration (dark colors). Simulations with nominal thicknesses and
angles.
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5.9.3 �E thickness maps

An attempt of calibrating �E and E detectors separately with beams
involves an intermediate step of getting the thickness of the �E
detector. On the other hand, the fact of having segmented detectors
as E-stage in the telescopes allows for a mapping of the thickness
of such �E-detectors. The detectors are nominally 40 µm thick
but it is well known and warned by the manufacturer that there
might exist inhomogeneities of a 20 % at most over the surfaces.
Despite not having fine calibrations (alpha calibrations are still
extrapolated in the whole dynamic range), it is possible to make a
rather good estimation by taking advantage of the presence of, at
least, two elastically scattered beams whenever they punch-through
the �E stage. It will be shown that the relative separation of the
peaks in E-detector pixels, even with wrong calibrations, mainly
depends on the thickness of the �E-detector that the particles have
punched-through previously and, by comparing to several simulations
carried out with di↵erent thicknesses, the inhomogeneities of �E
detectors can be calculated.

We assume the slope and o↵set of the alpha calibration have both
changed in the observation range, so it would be better not to rely on
them for any energy observation. Then, at least two experimental elas-
tic peaks (12C and 15N) are needed. Pixel by pixel in the E-detector,
the alpha-calibrated spectrum will be compared to simulations with
di↵erent �E thicknesses. The �E thickness that best recreates the
ratio between the centroids of the alpha-calibrated peaks will be cho-
sen and assigned to the closest �E-detector pixel. The centroids ratio
must be similar for the alpha-calibrated spectra and for the simula-
tion with the most suitable �E thickness. It can be shown that, for
two experimental peaks (12C and 15N), the energies for a given alpha
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calibration with slope and o↵set a↵, b↵ are:

E
↵
N = a

↵ · chN + b
↵ (5.8)

E
↵
C = a

↵ · chC + b
↵ (5.9)

Being chN and chC the channel position of the uncalibrated centroids
of the peaks.

For another linear calibration, whose parameters a, b cannot be very
di↵erent to the previous ones (a ⇡ a

↵, b ⇡ b
↵):

EN = a · chN + b (5.10)

EC = a · chC + b (5.11)

This will be called the final calibration and its resulting energies must
coincide with the most realistic simulations (↵ ! simulation).

Then, the ratio between the peak centroids is approximately constant
in some situations:

• If chN = chC . It is trivial that EC = EN and E
↵
C = E

↵
N . In

general any calibration will give the same energy for the two
peaks fairly or not. What is more, there will be a unique �E
thickness making the peaks to coincide in the simulation.

• If chN 6= chC , it is possible to develop

EN

EC
=

E
↵
N

E
↵
C

, a · chN + b

a · chC + b
=

a
↵ · chN + b

↵

a↵ · chC + b↵
, a

b
=

a
↵

b↵
(5.12)

So the ratio is strictly constant whenever the ratio of the
calibration parameters is. But also when the o↵sets b, b

↵ are
much smaller than the peak energies, i.e. b ⌧ EC , EN and
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b
↵ ⌧ E

↵
C , E

↵
N , so it is possible to neglect them. Then the

calibrated energies are

EN ⇡ a · chN , EC ⇡ a · chC (5.13)

E
↵
N ⇡ a

↵ · chN , E
↵
C ⇡ a

↵ · chC (5.14)

And the ratio reads

EN

EC
=

E
↵
N

E
↵
C

, a · chN

a · chC
=

a
↵ · chN

a↵ · chC
(5.15)

Which is always valid.

Since the o↵set parameters of the alpha calibrations are around the
200 keV and the elastic peaks reach about 20 MeV in each detector
(similar values are expected for the final calibration), only a 1% of error
is introduced with the approximation. This inaccuracy is one order of
magnitude less than the resolution of the peaks (1-2 MeV FWHMs) so
it is not a limiting factor. The thickness from the simulation showing
the best agreement between EN/EC and E

↵
N/E

↵
C is chosen. Notice that

the deduced thickness from the spectrum of a given E-detector pixel
is actually associated to the set of pixel regions in the �E-detector
that is punched-through. The nominal angles/solid angles are used in
the procedure since two beams are used, each with a di↵erent reaction
point position. These are the main sources of error and, regarding the
fluctuations observed in the energy ratios, up to a ±1 µm uncertainty
is achievable. Simulations are performed with �E thicknesses from
30 µm to 50 µm, micron by micron. The reliability of choosing the
proper thickness from a given pixel is illustrated in Fig. 5.18.
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Figure 5.18: Variation of the elastic 12C and 15N peaks in the E-
detector (det. AA pixel F2B4) for di↵erent �E-detector thicknesses.
The experimental ↵-calibrated peaks (solid lines) are compared to
three di↵erent simulations (filled histograms): with a 42 µm thick �E-
detector on the top, with a 44 µm thick �E-detector in the middle,
and with a 46 µm thick �E-detector on the bottom. In each case the
↵ calibration is corrected in order to make the experimental centroids
coincide with the simulated ones, leading to the recalibrated spectra
(dashed lines). The ratio between the peak centroids determines the
most proper thickness that allows for a good recreation of data, which
in this case is 44 µm.
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If the simulated �E thicknesses is underestimated, the peaks are
more separated than in reality, so when one tries to recalibrate the
experimental data in order to make the observed centroids coincide
with the simulated ones, the resulting spectrum shows a unexplainable
worsening of the resolution (as shown in the top plot of Fig. 5.18).
On the other hand, if the simulated �E thickness is overestimated,
the peaks are closer than in reality, even they may completely overlap
(as it occurs in the bottom plot of Fig. 5.18) or they swap the
order of appearance in the spectrum. Then the recalibration of the
experimental data leads to very narrow peaks or negative slopes,
being also unable to recreate the simulation without huge distortions.
In this particular case, the best thickness is found to be 44 µm. This
is 2 µm above the nominal thickness, which is enough to introduce
a huge change in the expected spectra (much closer peaks and a
⇠5 MeV shift). The ↵ calibration seems to change very little, as
it is supposed to do at these energies. Even the FWHMs are kept
almost constant after the recalibration, so we still can explain the
observed resolution. However, even if the ↵ calibration was worse or
if the resolution to expect was not perfectly known, by comparing the
ratios between the centroids, as explained previously, it is possible
to choose a proper �E thickness from each E-detector pixel. The
resulting �E thickness maps, deduced from the E-detectors spectra,
are shown in Fig. 5.19. Due to the continuous and smooth resulting
trends, dead strip observations are deduced from the arithmetic mean
of the neighboring pixels. Thin target data is used for this calculation
since its better resolution will allow for a more accurate estimation of
thicknesses. The statistics allow for coherent maps in telescopes A, B
and F, and even a general trend reaches to be appreciated in detector
E, despite showing many outlier pixels.
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Figure 5.19: Deduced thickness for �E detectors A, B, F and E . Each
pixel thickness with a ±1 µm uncertainty associated.

It is found a 7 µm variation in detector A, from 39 to 46 µm,
meaning almost a 20% fluctuation over the nominal thickness. With
the current ±1 µm acceptable error in each pixel, the thickness
uncertainty has been reduced down to a 2%, being a really successful
improvement. Similar results are found in detector B, adding
consistency to the method. Furthermore, the trends are very similar
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to the ones observed in other works that have estimated thin DSSD
thickness maps, such [55]. In detector F the inhomogeneity is a
little larger, from 35 to 47 µm. In detector E, ignoring those pixels
breaking the trend, a similar feature can be hinted, varying from 35
to 41 µm. These results may look suspicious at first glance, since
the thickness decreases in the same direction as the scattering angle
in all detector, but no acceptable change in the geometry (detector
tilts, reaction point position and beam angle) can explain the relative
position of the 12C and 15N peaks as these thickness inhomogeneities
do: a 5� tilt in a detector position might change its e↵ective thickness
by a factor 1/cos(5�) ⇠0.4%, which is far from the 20% fluctuations
observed.

Despite having considerably reduced the uncertainty in the thickness
maps from ⇠ ±10 µm to ±1 µm, this error is still too large to
perform a fine calibration with stable beams punching-through the
�E detectors. The introduced loss of resolution in the spectra is
not worth and the discrimination of reaction channels in the 2D
spectra gets worse. For this reason the ↵ calibration is used in the
reaction channel identification shown further in this work, always be-
ing aware of the e↵ects of such large extrapolations of the calibrations.

5.10 Angular distribution

The final integrated statistics of 15C, adding the two targets files
(analyzed separately, though) is shown in the following tables 5.4
- 5.7. Due to the amount of pixels that need to be erased in
telescopes A and B because of the channeling overlap and since they
cover almost identical angles (only slight di↵erences arise after the
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geometry optimization) the two detectors are also summed, reducing
the associated uncertainty in this angular region as much as possible.
On the other hand, telescopes F, E and D have been analyzed strip
by strip, adding the statistics in groups of 3 strips later. In these
detectors, the two outer strips on each side have been removed due
to resolution or counting issues. Only back strip #11 in telescope F
has been erased due to channeling, whose e↵ect tends to become less
important as the statistics decrease to these levels.

Table 5.4: Telescopes A+B - Sectors information and final number
of counts for elastic 15C on 208Pb at 4.37 MeV/u. All accumulated
statistics with the two targets.

Telescope Sector ✓LAB Sector ⌦LAB
15C counts

A+B

25.3� 64.1 msr 7777
31.6� 67.5 msr 3336
38.0� 42.5 msr 1034
47.2� 35.3 msr 400
52.6� 95.8 msr 728

Table 5.5: Telescopes F - Sectors information and final number of
counts for elastic 15C on 208Pb at 4.37 MeV/u. All accumulated statis-
tics with the two targets.

Telescope Sector ✓LAB Sector ⌦LAB
15C counts

F

62.3� 72.5 msr 229
70.9� 77.6 msr 159
78.2� 52.1 msr 86
88.2� 72.5 msr 72
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Table 5.6: Telescopes E - Sectors information and final number of
counts for elastic 15C on 208Pb at 4.37 MeV/u. All accumulated statis-
tics with the two targets.

Telescope Sector ✓LAB Sector ⌦LAB
15C counts

E

91.8� 59.6 msr 40
100.4� 63.8 msr 21
109.2� 63.8 msr 9
117.7� 59.6 msr 10

Table 5.7: Telescopes D - Sectors information and final number of
counts for elastic 15C on 208Pb at 4.37 MeV/u. All accumulated statis-
tics with the two targets.

Telescope Sector ✓LAB Sector ⌦LAB
15C counts

D

128.2� 79.4 msr 4
136.6� 85.0 msr 3
145.2� 85.0 msr 3
153.4� 79.4 msr 2

The poor amount of 15C that is finally integrated is appreciated in the
tables above. It will be seen how such few counts lead to very large
error bars in the angular distribution and that they will be specially en-
hanced in the representation when normalizing to Rutherford, mainly
due to the large grazing angle (⇠ 100�) of the elastic cross section. It
is estimated that, from the total requested beam time, after tuning
issues and dead time corrections, a 40% is used. In addition, the aver-
aged beam intensity observed in the data is a 5% of the expected value.
Approximately, a 30% of statistics is lost due to dead/faulty strips and
channeling troubles. All this means that only a 1.4% (0.4 · 0.05 · 0.7)
of the planned statistics is finally achieved, making understandable
the uncertainties and statistical fluctuations that are observed in the
results.
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6
E788S experiment

Despite the availability of a pure 17Ne beam with a rather good
intensity, E788S turns out to be the first experimental probe of this
two-proton halo at energies around the Coulomb barrier ever. Analo-
gously to IS619, a 1 mg/cm2 208Pb target and the GLORIA detection
system are used in order to measure the angular distribution of the
elastic scattering at 8 MeV/u and explore other possible reaction
channels, such as breakup, open due to the weakly bound structure
of the nucleus.

6.1 Energy calibration, matching and

tolerance

We face again a calibration issue associated to the large dynamic
ranges required for the detectors and the low energies of the natural
alpha emitters (up to 6 MeV). This time, and due to the properties
of the facility, beam could not be changed easily (without changing
the accelerator settings and hence all the tuning) except to 20Ne at
the same energy per nucleon, which unfortunately is out of range in
any of the used detector, preventing from any attempt of stable beam
calibration. Hence an alpha calibration is computed following the
same method applied for IS619 experiment. A matching between sides

129
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is then performed for DSSDs (this time E-stages are all pad silicon
detectors) and the tolerance window of every detector is set regarding
the extrapolation of the alpha calibrations in the region of the elastic
17Ne events. The dispersion of these events in a Efront � Eback plot
will determine the required tolerance between the energies of the sides
in order to not miss good physical data. In Fig. 6.1 one can notice
tha for detector A at least a ± 2 MeV tolerance window is needed to
keep the elastically scattered 17Ne at Efront ⇠45 MeV.
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Figure 6.1: Front minus back energy versus front energy in detector A
for all 17Ne data after applying alpha calibration and energy matching.
Energy tolerance between sides is kept below ±2 MeV in this case.

The cost of leaving a large tolerance, i.e. higher than the intrinsic
resolution of the detector, would be the presence of some remaining
charge-sharing events, as it will be discussed in the following section.
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6.2 Charge sharing

Before the matching process, allowing adjacent strips to be hit or
not, it is possible to separate a DSSD data into three sets: one with
no charge-sharing events at all, one with all potential charge-sharing
events in the back side, and another one with all potential charge-
sharing events in the front side. Notice they are called potential
charge-sharing events since we could expect a noise signal adjacent
to a full-energy signal and that would be triggered as charge-sharing.
After applying the alpha calibration and matching sides in energy, the
di↵erent sets of events for detector A, in a front versus back energy
representation, is shown in Fig. 6.2.

The separation of charge-sharing events in detector A is perfect:
we do not miss any full-energy elastic event with the applied
condition of hit adjacent strips. The first set of data comprises
96.89% of the total events, the potential back-side charge-sharing
events are 1.75% and the potential front-side charge-sharing events
1.05%. The remaining 0.3% are potential charge-sharing in both sides.

In the back-side charge-sharing data set (middle plot in Fig. 6.2), a
clear branch departs from the full-energy elastic spot of 17Ne and goes
upwards. These events have almost constant energy in the front-side
(quite vertical branch) and show a deficit in the back side, where the
sharing has occurred. Hence, the matching process has paired the
full-energy in the front side with the largest value among the shared
ones in the back side.
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Figure 6.2: Front minus back energy versus front energy in detector A
for 17Ne data after applying alpha calibration and matching. Set with
no charge-sharing events in the top, set with all potential back-side
charge-sharing events in the middle and set with all potential front-
side charge-sharing events in the bottom.
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In the front-side charge-sharing data set (bottom plot in Fig. 6.2), a
similar branch is found. This time it shows a constant energy in the
back side and a deficit in the front side, where the sharing occurs.
Nevertheless, it is noticeable how this branch does not start in the
full-energy elastic spot, but from a point with already an energy
deficit on the back side of about 5 MeV. Actually, it directly connects
with the little branch found in the set with no charge-sharing events.
The fact that the front-side charge-sharing events begin with a
deficit of energy on the back side, makes this branch to cross the
Efront = Eback horizontal line at some point. Thus, if the front-side
charge-sharing events could not be separated with this method, few
events from such branch would survive the tolerance condition during
the matching process and a secondary elastic peak shifted to lower
energies would show up. This shift seems to be proportional to the
deposited energy (remember it is not observed for alphas) and the
amount of counts would depend on the accepted tolerance window.
Supposing the sharing occurs uniformly in any ratio and having
a tolerance of 2 MeV in 100 MeV of dynamic range, that would
mean a 2% of this branch would survive. If front-side charge-sharing
events are less than 1% of total data, then the secondary peak
must be lower than 0.02% of the main peak. Despite of the low
intensity of this e↵ect, it is very often observed in logarithmic scale
and, the fact of finding such counts creating a very discrete peak,
is somewhat misleading specially if one is looking for reaction channels.

On the other hand, the first set, completely free of charge sharing,
besides all events in the Efront = Eback line, also shows some events
out of it creating a short branch with a lack in back energy which
extends exactly until the charge-sharing in the front-side actually
starts. Since these two branches connect so precisely, one seems to
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be the continuation of the other. Apparently, not only a fraction of
charge is always missed on the back side in front-side charge-sharing
events, but also in some events before a sharing between front strips
is noticed. And when one begins, the other disappears.

6.3 Geometry optimization

The nominal geometry, i.e. assuming the beam direction coincides
with the z-axis and the reaction point lies at the origin of coordi-
nates, gives a poor agreement between the two forward telescopes A
and B, which needs to be corrected. A least squares minimization is
performed by computing for each pixel observation:

I · �Pb · t =
N

obs

d�Ruth/d⌦ ·�⌦ (6.1)

Where I is the beam intensity, �Pb the superficial density of scattering
centers, t the measurement time, N obs the observed number of 17Ne
counts, d�Ruth/d⌦ the Rutherford di↵erential cross section for its
elastic scattering and �⌦ the solid angle of the pixel (which is
corrected by a factor ⇥2⇡sin(✓) in order to compensate that d⌦ are
concentric rings in the Rutherford formula). The left side of Eq. 6.1
is a constant, so the averaged value of the right side for all pixels
should also be. Actually, the angular distribution of points would
only be flat if the data followed the d�/d⌦ function that has been
used. The hit patterns and their respective angular distribution (with
nominal geometry) used for the optimization are shown in Fig. 6.3.
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Figure 6.3: Hit patterns and angular distributions (with nominal ge-
ometry) of the number of counts observed in every pixel of telescopes
A (top) and B (bottom). The number of counts is obtained from the
mass spectra of each pixel by imposing multiplicity 1 in �E and E
detectors and integrating the region 40-150 MeV on the x-axis and
10-70 MeV on the y-axis.

Little deviations are expected at large angles due to the fact that 17Ne
does not follow a perfect Rutherford distribution (the determination
of this distribution is the goal of this experiment) and several reaction
channels are opened. However, at low angles, the trends should coin-
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cide and, due to the large rate change of the sin�4(✓CM/2) function
in such region, these first points will dominate the optimization.
The sum of the squared di↵erences S clearly shows a minimum
when varying the reaction point (the beam-target intersection, from
where angles and solid angles are calculated) along the x � y plane
(see Fig.6.4). The z-coordinate is then unequivocally determined
according to the optimized x and y values and assuming a perfect
position of the target with its 30� tilt.
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Figure 6.4: Surface of the sum of least squares (S) versus the position
of the reaction point through the x � y plane for the observations of
telescopes A+B. Minimum found at (x, y) = (�0.9,�0.5) mm.

This procedure shows an accuracy better than ±0.1 mm in the
determination of the reaction point position just by looking for the
best agreement between telescopes A and B, which are assumed to
be in their ideal positions (no relative freedom between them are
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considered) and the beam direction is always assumed to be in the
z-axis. The achieved improvement is seen in Fig. 6.5, where the
observation obtained for the nominal angles is compared to the one
obtained with the optimized position. In view of the good resulting
agreement, neither detector tilts nor a di↵erent beam direction is
searched for.
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Figure 6.5: Agreement between the observation of telescopes A and
B. To the left: nominal angles. To the right: optimized reaction point
position in the x� y plane.

The beam intensity has been deduced from one single file: run
#243, which is 7.5 h long and showed a stable trigger rate during
its acquisition according to the logbook. The dead time has been
estimated to be a 10% and �Pb ⇡ 3.78 · 10�8 fm�2 (1 µm thick
208Pb target with a 30� tilt). After the corresponding geometrical
optimization, the averaged value of the 17Ne beam intensity results
2.2 · 104 pps, which is in great concordance with the information
provided by the GANIL operators, who reported fluctuations from
1·104 to 3·104 pps.
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6.4 Mass spectra construction

Once charge-sharing events on both sides of the DSSDs are cleaned,
alpha calibration is applied and data is matched with the suitable
front-back energy tolerance, mass spectra are built. Due to the low
statistics and the good resolution, pixels are grouped within angular
sectors. The scattering angles and solid angles are obtained from the
�E-detector DSSD pixels. Multiplicity one is imposed on the �E
and on its corresponding silicon pad. Strips 1 and 16 on both sides
are removed in order to avoid divergence e↵ects. The evolution of the
mass spectrum is illustrated in Fig. 6.6.

In the first angular sector, shown in Fig. 6.6, the elastic 17Ne
spot is found at �E + E = 130 MeV. Few counts of 15O coming
from a possible dissociation of the halo are already observed with
a continuous energy distribution from ⇠ 110 � 130 MeV. As the
scattering angle grows, the amount of 15O quickly increases, slightly
varying the range of energies at which it is found. More reaction
channels are open, specially at ✓LAB > 40�, where fragment of mass
A = 13 � 16 can be distinguished. In the last angular interval of
telescope F that is shown in Fig. 6.7 it can be seen how some pixels
already have no counts. Notice that back strip number 14 is dead in
the DSSD of telescope F. The solid angle of dead or removed strips (1
and 16 on both sides) is not taken into account. However, the solid
angle of alive pixels measuring zero counts due to statistics is crucial
in the calculation of cross sections.
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Figure 6.6: Hit patterns and mass spectra for 3 of the 8 angular sectors
in which telescope A is divided. All statistics with the 17Ne on 1
mg/cm2 208Pb target at 8 MeV/u. Charge-sharing events have been
removed, alpha calibration applied and matching tolerance set to 2
MeV on �E detector. Multiplicity 1 in both DSSD and pad of the
telescope. Optimized angles are used.
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Figure 6.7: Hit patterns and mass spectra for 3 angular sectors in
telescope F2. All statistics with the 17Ne on 1 mg/cm2 208Pb target
at 8 MeV/u. Alpha calibration applied and matching tolerance set to
2 MeV on �E detector. Multiplicity 1 in both DSSD and pad of the
telescope. Optimized angles are used.
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The experimental spectra is compared to the Monte Carlo simulations
performed with geant4. Little deviations are expected due to the
large extrapolation of the energy calibrations so, experimental data
is slightly corrected in order to make coincide the elastic channel and
the position of 15O, this way being able to identify the other reaction
channels. Two angular sectors, one for telescope A and another for
telescope F are shown in Fig. 6.8. Besides 17Ne, also 15O, 14N and 13C
are simulated, all of them with a continuum energy distribution from
the expected energy of the elastic 17Ne to half this value. The trend
of 15O and 14N is properly recreated, but the carbon shape disagrees
more as it is further from the calibration region. Note the important
presence of fluorine which might come from p-removal together with
n-pickup. The energy losses occurring in the target and dead layers
for 17Ne have a mean value of 1.93 MeV according to the Monte Carlo
simulations developed in Chap. 4.

It is observed, specially at the most forward angles in Fig. 6.6, that the
channeling tail from the 17Ne elastic spot reaches the most energetic
region of the 15O banana. This overlap might cause a mixture of
channels during the integration. It is then worth to emphasize that
the conflictive overlap region has been excluded from the integration
of the elastic, what has a negligible e↵ect over its cross section. In
the 15O channel, however, this might result in a slight overestimation,
which should always be below a 1% and only in the most forward
points, where the channeling is relevant.
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Figure 6.8: Experimental (color) versus simulated (black) mass spec-
tra for one angular sector in telescope A centered at 32.3� (left) and
another one in telescope F centered at 59.0� (right). Experimental
data have been slightly scaled to get a proper recreation of the simu-
lated 17Ne and 15O.

6.5 Angular distribution

The counts of 17Ne and 15O are integrated from the mass spectra for
every angular sector in which telescopes A, B and F are divided. The
scattering angle assigned to each sector is estimated as the average
of all the pixel angles that comprise it. On the other hand, the
solid angle of the sector is calculated as the sum of all pixel solid
angles. These two values are then converted from LAB to CM frame
according to the relationships described in chapter 2. For each sector,
its corresponding number of counts is firstly corrected by the solid
angle and then this value is plotted versus the scattering angle in
order to get a proper angular distribution. These values are shown in
Tabs. 6.1 6.2 6.3.
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Table 6.1: 17Ne and 15O production from 17Ne on 208Pb at 8 MeV/u
for 8 angular sectors in telescope A.

Telescope Sector ✓LAB Sector ⌦LAB
17Ne counts 15O counts

A

22.6� 39.8 msr 49793 170
27.4� 55.6 msr 32447 251
32.3� 58.2 msr 17537 231
37.0� 52.4 msr 9094 227
42.0� 59.8 msr 6369 274
47.0� 53.6 msr 3720 305
51.6� 52.2 msr 2351 370
56.4� 54.3 msr 1527 398

Table 6.2: 17Ne and 15O production from 17Ne on 208Pb at 8 MeV/u
for 8 angular sectors in telescope B.

Telescope Sector ✓LAB Sector ⌦LAB
17Ne counts 15O counts

B

20.9� 36.2 msr 60784 241
25.9� 60.6 msr 43996 286
31.0� 59.6 msr 21411 268
35.8� 54.0 msr 10870 231
40.8� 62.1 msr 7406 266
46.0� 60.7 msr 4604 399
50.8� 48.8 msr 2488 363
55.5� 57.1 msr 1759 461
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Table 6.3: 17Ne and 15O production from 17Ne scattering on 208Pb at
8 MeV/u for 9 angular sectors in telescope F.

Telescope Sector ✓LAB Sector ⌦LAB
17Ne counts 15O counts

F

58.0� 52.4 msr 1253 446
62.1� 30.7 msr 354 210
66.3� 58.1 msr 328 256
70.6� 33.0 msr 73 78
75.1� 60.2 msr 41 92
79.4� 33.1 msr 14 18
83.5� 47.1 msr 5 27
87.3� 42.0 msr 2 8
92.2� 52.4 msr 0 3



7
Results & theoretical interpretation

7.1 Near-barrier scattering of 15C on
208Pb

The 15C di↵erential elastic cross section obtained from IS619 exper-
iment (on a 208Pb target at ELAB = 4.37 MeV/u) is shown in Fig.
7.1. The selection of the mass spectra for the elastic channel has
been performed separately for both targets (1.5 and 2.1 mg/cm2)
as the straggling is quite di↵erent in the two cases. Due to the
poor achieved statistics, both data sets have been added later,
aiming to reduce as much as possible the error bars. With the
same purpose, telescopes A and B, which cover the same nominal
angles, have been averaged. In these telescopes, all conflictive pixels
with channeling factors greater than a 2% have been removed,
ensuring that the remaining ones have a channeling background
under the 15C elastic channel lower than a tenth part of the amount
of carbon. These clean pixels conform irregular angular sectors and
this is why the separation between points in the plot is not regular.
Selections over telescopes F, E and D have been done strip by strip,
adding then statistics in groups of 3 strips. The normalization to
Rutherford has been performed using 15N in telescopes A and B
and the theoretical Rutherford function from telescope F onwards,
assuming a flat trend up to the end of telescope F. This choice

145
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is made based on the fact that 15N stops in the �E detectors in
telescopes F, E, C and D and it would imply the use of multiplicity 1
events, which show some unexplained deficit in energy in some regions.
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Figure 7.1: Angular distribution of the counts per steradian (top) and
cross section normalized to Rutherford (bottom) for the elastic channel
from the 15C + 208Pb at 4.37 MeV/u reaction.
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The fact of having a grazing angle at such a large value (⇠ 100�)
together with the lack of statistics lead to large error bars. Still, a
hint of a Fresnel interference pattern in the elastic cross section is ap-
preciated, despite the error bars include the case of a flat (Rutherford)
behavior or even a slight absorption before 85�. It is clear, though,
that an important absorption occurs from 90� onwards. Aware of the
wide experimental resolution, it is not possible to identify reaction
channels other than the elastic, although Monte Carlo simulations
indicate that the breakup channel would not be clearly separable.
If other channels were present and hence, integrated together, the
cross section would be overestimated. With these conditions, being
impossible to identify channels properly and with such reduced
statistics, the estimation of any other cross section cannot be done.

7.2 Near-barrier scattering of 17Ne on
208Pb

The elastic 17Ne and the 15O channel from the ES788S experiment
(on a 208Pb target at ELAB=8 MeV/u) have been integrated. The
resulting number of counts are first normalized by solid angle and later
by the corresponding Rutherford cross section (/ sin�4(✓CM/2)). Due
to the lack of any other beam to be compared with, the Rutherford
proportionality factor is determined from averaging the first point of
the telescope A with the first point of telescope B. The final angular
distributions are shown in Figs. 7.2 and 7.3.

The di↵erential cross section for the elastic 17Ne is shown in Fig.
7.2. It starts from a pure Rutherford distribution, as it has been
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assumed in the normalization. Such classical trend is maintained for a
short angular range until 35�, what makes the assumption consistent.
A slight absorption is then observed between 35 and 55�, where
the cross section remains constant somewhat below the Rutherford
value. At 55� a fast suppression begins, until the cross section
smoothly goes down until zero at about 90�. It is found that the
cross section never exceeds the Rutherford limit; being the absence
of rainbow the most remarkable feature of the dynamics of the system.

The 15O fragments are observed through the whole angular range
covered by the first three telescopes (from 20 to 95�). At the grazing
angle ⇠ 65�, where the rate change of the normalized elastic cross
section is the largest and it takes a value of �Ruth/2, the amount of
15O shows a maximum. There, the 15O channel reaches a fourth part
of the Rutherford cross section and from this point onwards it quickly
decreases, as seen in Fig. 7.3.
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Figure 7.2: Angular distribution of the counts per steradian (top) and
cross section normalized to Rutherford (bottom) for the elastic channel
from the 17Ne + 208Pb at 8 MeV/u reaction.
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Regarding the error bars of Figs. 7.2 and 7.3, the uncertainty
associated to a given number of counts N is estimated as

p
N , and,

for the following normalizations, it is propagated. At low angles the
statistics are large and having 6 · 105 accumulated particles in a given
sector (point in the plot) means that the relative error is below the
0.5%, which is imperceptible in the figures. As the angle increases
the relative error becomes larger due to the trend of the square root
function and error bars start to be visible at ⇠ 60�. However, once
the suppression of the elastic channel occurs, the number of counts
quickly drops to zero, as well as the square root of it also does. In
this region, the absolute error, which tends to zero, predominates
over the relative one and errors get reduced again. It is remarkable
to notice that in a representation of the counts per steradian the
error bars will always increase with the angle as the statistics also
do. However, in the a representation of the cross section normalized
to Rutherford, the error bars might decrease with the angle due
to the introduced sin�4(✓CM/2) factor, which strongly drops with
✓CM , making then the absolute error more relevant in the visualization.

The kinematic curve, i.e. the energy profile evolution through the
scattering angle of the elastic 17Ne is shown in Fig. 7.4. Each
bin in these plots indicates the number of particles measured for
a given energy and angle range in telescopes A and F. The elastic
channel shares some energy range for most angular sectors with other
fragments from the reaction and would overlap in the plot, so it has
to be properly integrated. The shape of the kinematic curves helps
to understand the mechanism that originates each reaction channel,
being 17Ne a clear case of elastic scattering, showing a discrete energy
profile through the angle (the observed narrow spread is only due to
the experimental resolution). The analogous study is performed for
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the fragments of charge Z = 9, 8, 7 and 6 that can be separated in the
mass spectra, which are shown in Fig. 7.5. All these channels show a
wide continuum energy distribution peaked at ⇡ 60�. However, 15O
(Z = 8) also shows an extra component at low angles, with narrower
energy distributions. In order to get meaningful results, these plots
are projected for di↵erent angular ranges and normalized by solid
angle, giving this way a proportional value to the di↵erential cross
section respect to energy.

For the 15O case, the energy profile in di↵erent angular sectors is
projected, see Fig. 7.6. The number of counts for each angle sector is
corrected by the solid angle coverage (normalization of histograms),
so this result is proportional to the di↵erential cross section respect
to the energy. Clear analogies are found respect to the breakup in the
11Li+208Pb near-barrier scattering [56].
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Figure 7.4: Kinematic curve for the elastic 17Ne obtained from the
integration of telescopes A and F mass spectra. The observed number
of counts for given energy and angle intervals are shown in each bin.
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Figure 7.5: Kinematic curve for the fragments of charge Z = 9, 8, 7 and
6 (from top to bottom) obtained from the integration of telescopes A
and F mass spectra. The observed number of counts for given energy
and angle intervals are shown in each bin.
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Figure 7.6: Energy distribution for the 15O fragments in di↵erent angu-
lar sectors. Data from telescopes A and F, each histogram normalized
by the covered solid angle.
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7.3 Comparison between di↵erent halo

nuclei

The reaction dynamics around the Coulomb barrier (VC) of n-halo
nuclei has extensively been studied previously (6He, 11Li, 11Be)
and most results can be summarized as dominating coupling e↵ects
to the continuum, as consequence of the weak binding energy of
valence nucleons, leading to the suppression of the Coulomb-nuclear
interference in the angular distribution of the elastic cross section.
Large total reaction cross sections �R are observed, being a large
fraction of it due to direct processes, e.g. breakup or transfer.

The proton halos remain, however, less studied, being 8B (Sp = 138
keV) the only well investigated case. In spite of the centrifugal and
Coulomb barriers due to the angular momentum and the positive
charge of the valence nucleon in the p-state configuration of the 8B
ground state, which were thought to inhibit the occurrence of the
halo, an extended matter distribution has been observed. Then, one
might expect the same results than those found for n-halo nuclei.
However, at low energies around the Coulomb barrier, for the system
8B+12C the continuum coupling e↵ects are found to be negligible [57],
and for 8B+27Al only a minor suppression of the Coulomb-nuclear
interference is observed [58]. At higher energies (3-4 ⇥VC), 8B+208Pb
shows features similar to non-halo systems [59] [60] [61]. CDCC
calculations for 8B on 64Zn and 208Pb close to the barrier, show
that the Coulomb and centrifugal barriers felt by the valence proton
suppress the coupling e↵ects and hence the results di↵er from the
n-halo nuclei [62]. The 8B+208Pb near-barrier scattering [63] has,
however, given a large �R value from an OM fit compared to weakly
bound non halo nuclei.



156 CHAPTER 7. RESULTS & THEORETICAL INTERPRETATION

Furthermore, there are remarkable results from the the most recently
measured 8B+64Zn scattering around the Coulomb barrier [25], work
which is closely related to this thesis. It was carried out in August 2018
in HIE-ISOLDE (during my international stay at CERN) with the
GLORIA setup and happens to be the only 8B study performed with
a post-accelerated beam. It evidences that reaction dynamics barely
show the e↵ect of the continuum coupling, this time with �R = 1.3
b (from OM fit) 50% smaller than those obtained from n-halos, e.g.
2.7 b for 11Be on same target and similar ECM/VC . The angular
distribution of the elastic cross section is shown in Fig. 7.7, where a
clear Coulomb-nuclear interference is seen. The total breakup cross-
section, of the order of �R/4, indicates once more a di↵erent behavior
from neutron-rich halos.

Figure 7.7: Angular distribution of the elastic cross section of
the 8B+64Zn reaction at an energy 1.5 times the Coulomb barrier
(ELAB=38.5 MeV). Picture from [25].

It is specially interesting the comparison with the 17Ne result of this
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work. Despite the use of a lighter 64Zn target in the case of 8B,
what enhances the nuclear part of the interaction, the absence of
rainbow is notorious in this case. Respect to the n-halo analogous
cases, which show more gradual and never vanishing di↵erential cross
sections, the 17Ne angular distribution quickly drops to zero, but
also presents a plateau with a small reduction respect to Rutherford.
The transfer of the two valence protons (2p-stripping) to the target
could only be possible if it populates states at Eex ⇡ 27 MeV in
210Po according to the reaction Q-matching (Q2p�strip = 7.85 MeV,
Qopt ⇡ �19 MeV). The 15O cross section and the coupling e↵ect
on the elastic scattering must therefore come essentially from breakup.

On the same target 208Pb and at similar energies (⇠ 135 MeV), the
elastic angular distribution can be compared with the 20Ne [64] and
22Ne [65] cases (see Fig. 7.8), both stable nuclei measured decades
ago. One can notice how a remarkable absorption is always present at
pretty forward angles around 50� and how getting into the proton-rich
zone implies a reduction of the Coulomb-nuclear interference, that
completely vanishes in the most exotic case of 17Ne. Such features
can be interpreted in an Optical Model theoretical framework, as it
was done for other halo nuclei, e.g. 11Be+64Zn [66]. A Woods-Saxon
shaped volume potential (noted with a superscript ’V’) plus a pure
imaginary surface potential (a Woods-Saxon derivative, noted with
a superscript ’S’) is a common choice for reproducing the Coulomb
polarization e↵ect. Small amplitudes and large di↵usenesses in this
potential tend to create absorption patterns like those observed in
the neon cases. Reference potential parameters are taken from [67],
which uses a Woods-Saxon potential in Coupled Channels calcula-
tions. Identical radii and di↵useness are fixed for the three neon cases
since, theoretically, they have almost the same radial dependence and
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collision energy [68]. As a constrain, the ratio between the amplitudes
W

S for the 22Ne and 20Ne cases should be such that equals the ratio
between the B(E2) values to the first excited states W

S
22Ne/W

S
20Ne ⇡

0.023 e2b2/0.033 e2b2 [69], which are in principle the most favorable
excitations. Once these parameters are obtained, the depth for the
17Ne data is optimized with sfresco. This result does not fully ex-
plain the value of the transition B(E2; 1/2� ! 3/2�) = 0.0066 e2b2

[69] for 17Ne, meaning that there might exist contributions from other
states, such as the 5/2�, as it was observed in higher energy measure-
ments of the reaction 17Ne+208Pb [70]. On the other hand, the volume
potential depths lead to more or less pronounced interferences, being
always free parameters during the fits. The obtained results are shown
in Tab. 7.1 and Fig. 7.9. To the �

2
/N values from the resulting fits,

somewhat o↵ from unity, mainly contribute the limited recreation of
the absorption patterns before the rainbows in 22,20Ne at ⇠ 50�.
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Figure 7.8: Comparison between the elastic cross sections for 22Ne,
20Ne and 17Ne on 208Pb at near-barrier energy.

Table 7.1: Optical potential parameters for the 22Ne, 20Ne and 17Ne
elastic scattering on 208Pb at near-barrier energy. All depths in MeV,
radii and di↵usenesses in fm, integrated cross section in mb.

V V rVV aVV WV rVW aVW WS rSW aSW RC �reac �2/N
22Ne 40.6 1.28 0.55 27.7 1.28 0.55 0.061 1.27 5.5 1.3 1952 2.5
20Ne 29.8 1.28 0.55 33.5 1.28 0.55 0.087 1.27 5.5 1.3 2075 1.8
17Ne 6.7 1.28 0.55 68.9 1.28 0.55 0.045 1.27 5.5 1.3 1953 2.4

On the other hand, the 15C case shows interesting results as well.
The apparent presence of a Coulomb-nuclear interference and the
lack of dominant reaction channels other than elastic, which there
might exists, though, makes one think of a non-halo behavior in the
near-barrier dynamics. This would be understandable regarding the
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pretty large separation energy of its valence neutron Sn, above 1
MeV. Either way, breakup and 1n-stripping (Q1n�strip = 2.72 MeV,
Qopt . 0) might be either absent due to scarce statistics or unresolved
due to the energy resolution, calling for further investigations. The
comparison with the equivalent elastic scattering of the well-bound
carbon isotope 12C on 208Pb [71] is shown in Fig. 7.10. Such 12C
measurement is obtained at a 64.9 MeV bombarding energy and
particles are detected using three silicon telescopes (�E � E) in
✓LAB = 20� 170� with an angular resolution of 0.5�. A similar trend
is found, with a slightly shorter grazing angle but similar interference
pattern, being the 15C cross section always below the 12C one.

The interpretation of the 12C and 15C elastic cross sections is pretty
simple with only a Woods-Saxon volume nuclear potential in an
optical model. Taking as reference the potential parameters from
[71], the 12C fit is recreated. Then, the potential depths are optimized
with sfresco. Results are shown in Fig. 7.11 and Tab. 7.2. Note
some unphysically large potential depths can be achieved with this
method. A larger di↵useness with a less deep potential could lead to
an equivalent fit (W/aW ambiguity) and physical parameters.

The Coulomb barrier for the studied systems can be deduced from
the potentials that have resulted from the Optical Model fits. The
Coulomb barrier height is defined as the maximum value of the com-
bined real potentials (see Eqs. 2.28 and 2.29) and the radius at which
this occurs is then defined as the barrier radius. This is approximated
by the evaluation of the potentials at a distance RC(A

1/3
p +A

1/3
t ), being

RC=1.3 fm in all cases and Ap, At the mass numbers of the projectile
and target respectively. Results are shown in Tab. 7.3.
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Figure 7.9: Optical model fits for the elastic scattering of 22Ne, 20Ne
and 17Ne on 208Pb at near-barrier energy. Volume and surface poten-
tials with Woods-Saxon shapes are used.
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Figure 7.10: Comparison between the elastic cross sections for 12C and
15C on 208Pb at near-barrier energy.

Table 7.2: Optical potential parameters for the 12C and 15C elastic
scattering on 208Pb at near-barrier energy. All depths in MeV, radii
and di↵usenesses in fm, integrated reaction cross section in mb.

V V rVV aVV WV rVW aVW RC �reac �2/N
12
C 66.6 1.28 0.46 120.3 1.27 0.37 1.3 426 7.4

15
C 18.2 1.28 0.46 829.7 1.27 0.37 1.3 682 0.3
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Figure 7.11: Optical model fits for the elastic scattering of 12C and 15C
on 208Pb at near-barrier energy. Volume potential with Woods-Saxon
shape is used.

Table 7.3: Coulomb barrier deduced from the Optical potential fits
for the 12,15C and 17,20,22Ne elastic scattering on 208Pb data.

12
C

15
C

17
Ne

20
Ne

22
Ne

VC [MeV] 69.95 66.34 106.91 105.14 104.08

The total reaction cross sections �R obtained from the Opti-
cal Model fits can be normalized geometrically by ⇡r

2
sys, being
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rsys = RC(A
1/3
p +A

1/3
t ). If these values are plotted versus the collision

energy ECM relative to the Coulomb barrier VC (also deduced
from OM), dependences on nuclear sizes and the reaction energies
disappear. These points for the nuclei compared in this work are
shown in Fig. 7.12. The 8B value is taken from the OM calculations
in [25] and all others are obtained from the fits previously described
and calculated in this chapter. It is seen how, as the collision energy
increases, the normalized reaction cross section also does. The
relationship may look linear due to the scarce number of points,
however, it has been shown that such trend for neutron halo and skin
nuclei follows a Wong-type curve [72]. The measurement of reaction
cross sections at di↵erent energies in future investigations might
verify whether this behavior is also found in proton halo nuclei and
whether they can be compared to the neutron-rich ones.

Figure 7.12: Reduced total reaction cross sections versus collision en-
ergies relative to the Coulomb barrier for the systems studied in this
work within the Optical Model framework.



8
Conclusions

The near-barrier scattering on 208Pb has been studied for 15C (a dis-
puted candidate of a 1n-halo) and 17Ne (the only well established case
of a 2p-halo), being the first studies of these two nuclei in this en-
ergy regime. The reactions have been measured in IS619 (ISOLDE,
August 2017) and E788S (GANIL, February 2020) experiments respec-
tively using the GLORIA detector and aiming to quantify the e↵ects
of the (suggested) halo structure of the two nuclei in their reaction
dynamics. The conception, development and analysis of the two reac-
tion experiments are presented in this thesis with the goal of getting
a better understanding of the complexities of the atomic nucleus. The
most remarkable points of this work are listed below.

• The six multi-segmented silicon telescopes that comprise
the GLORIA detector allow for charged-particle spectroscopy
around the reaction target with high granularity (⇠ 3�) and
solid angle coverage (⇠ 25% of 4⇡) throughout a large angular
range ✓LAB = 15 � 165� with no shadowing due to the target
at any point. The configuration of the telescopes is such that it
makes no shadowing of the reaction target at any angle. Asym-
metries in the energy losses are introduced due to the geometry
and position of the targets.

• The use of double-sided silicon strip detectors (DSSDs) has the
advantage of providing information from many e↵ective surface
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elements (16⇥16 pixels) with a reduced number of electronic
channels (16+16), at the cost of a more sophisticated data anal-
ysis.

• Charge-sharing e↵ect has been studied in detail in order to avoid
misleading interpretations of the mass spectra. The condition of
not having hits in adjacent strips and an energy tolerance in the
matching process are imposed in order to get the best cleanup
of such events.

• The energy calibration done with natural alpha emitters (ener-
gies between 3 and 6 MeV) turns out not to be reliable when it
is extrapolated to the energies where the scattered beams and
reaction fragments are found (20-40 MeV). This has to be taken
into account when setting the matching tolerance between de-
tector sides and when looking at the kinematic distributions of
the observed particles.

• The large uncertainty (⇠ 20%) provided by the manufacturer in
the thickness of �E detectors has been reduced down to a ±1µm
error thanks the development of Monte Carlo simulations and
the availability of two di↵erent beams (12C and 15N) that punch-
through the �E detectors of the telescopes in IS619 experiment.

• The setup geometry has been optimized by searching the opti-
mum position of the reaction point that best recreates a Ruther-
ford distribution of a given beam. The minimization of a �

2 fit
by varying the reaction point position determines the angles and
solid angles of all the pixels in the setup.

• 12C and 15N stable beams, measured during IS619, both at 4.37
MeV/u are used for this optimization. However, no other refer-
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ence beam could be used in E788S, where only 17Ne at 8 MeV/u
was measured, fact that limits the optimization at very forward
angles.

• High purity 208Pb (>98%) targets have been used for the two
experiments. For IS619 two di↵erent thicknesses of 2.1 mg/cm2

and 1.5 mg/cm2 were used. For E788S only a 1 mg/cm2 208Pb
target was used.

• The presence of 15N in the radioactive beam of IS619 at the
same energy as 15C (with an abundance ratio 15C/15N⇠0.02)
makes channeling to create an important overlap between the
elastic channels of the two nuclei. This e↵ect, caused by the
lattice structure of the silicon detectors, has been quantified and
considered in the analysis.

• The wide experimental resolution found in IS619 spectra prevent
us from a clear distinction of the possible 14C reaction fragments
from 15C. Hence, and despite no channel is enhanced respect to
the elastic, some 14C could be present in the integration of the
elastic cross section.

• The angular distribution of the 15C elastic cross section achieved
with the final statistics (⇠2% of the initially expected) hints
the presence of a Coulomb rainbow, although the large error
bars cannot exclude its absence. Also, the possibility of having
unresolved breakup and/or stripping counts integrated would
make this a quasi-elastic result where the interference is actually
the contribution of the other reaction channels.

• CC and CDCC theoretical models propose breakup and 1n-
stripping as the most probable mechanisms for 15C at near-
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barrier energies. 1n-stripping would contribute more at back-
ward angles and breakup would be peaked at around ⇠ 100�.
None of them are observed but this could be due to either the
resolution limitation or a lack of statistics.

• OM calculations have been performed in order to describe the
measured (quasi-)elastic scattering 15C+208Pb. With a Woods-
Saxon volume potential and taking as reference the near-barrier
12C+208Pb case reported in literature, the angular distribution
is satisfactorily reproduced.

• The case of 17Ne scattering leads to very straightforward exper-
imental results, where the elastic cross section is clearly charac-
terized by the total suppression of the nuclear rainbow. Reaction
fragments of charge Z=6-9 are found, being Z=8 (15O) the dom-
inating one and showing two components in its kinematic curve,
probably due to two di↵erent reaction mechanisms of production
(breakup and 2p-transfer leaving excited states in the resulting
210Po). The abundance of all these fragments is peaked exactly
at the grazing angle of the elastic channel ✓CM ⇡ 65�.

• The absorption patterns found in the near-barrier elastic scat-
tering of di↵erent neon isotopes on 208Pb has been reproduced
with an imaginary surface potential in the Optical Model frame-
work, simulating the e↵ect of a Coulomb polarization potential
(CPP). This surface potential needs small amplitudes and large
di↵usenesses. The interference pattern, which is remarkable for
the stable cases of 22Ne and 20Ne, but completely vanishes for the
exotic 17Ne, are recreated by varying the depths of the volume
potential.

• At the moment, the publication of these results awaits more
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accurate CDCC calculations.

The study of nuclear reactions induced by halo systems at energies
around the Coulomb barrier has proven to be a powerful tool to un-
derstand the dynamical behavior of atomic nuclei for a long time. It
seems clear after this work that such research is still leading to new
interesting phenomena and discoveries. Not only the progress in the
understanding of our universe but also the technological advancements
that this brings with it make the future of nuclear science look encour-
aging.
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9
Conclusiones

Se ha estudiado la dispersión en torno a la barrera de Coulomb en
un blanco de 208Pb de los núcleos 15C (un controvertido candidato de
halo de un neutron) y 17Ne (el único caso bien establecido de halo de
dos protones), siendo estos los primeros estudios que realizan de estos
núcleos en este régimen energético. Las reacciones se han medido en
los experimentos IS619 (ISOLDE, agosto de 2017) y E788S (GANIL,
febrero de 2020) respectivamente, usando el detector GLORIA, con
el objetivo de cuantificar los efectos de su (sugerida) estructura de
halo en su dinámica. El planteamiento, desarrollo y análisis de los dos
experimentos se presenta en esta tesis doctoral, tratando de alcanzar
una mejor comprensión de las complejidades del núcleo atómico. Los
puntos más reseñables se listan a continuación.

• Los seis telescopios de silicio multi-segmentados que componen
el detector GLORIA permiten hacer espectroscopia de part́ıculas
cargadas en torno al blanco de reacción con una alta granular-
idad (⇠ 3�) y cobertura de ángulo sólido (⇠ 25% of 4⇡) en
un amplio rango angular ✓LAB = 15� 165� y sin ningún tipo de
sombra debido al blanco. No obstante, asimetŕıas en las pérdidas
energéticas aparecen debido a esta geometŕıa y posición de los
detectores respecto al blanco.

• El uso de detectores de tiras de silicio de doble cara (DSSDs)
tiene la ventaja de proporcionar información de un alto número
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de elementos de superficie (16⇥16 pixels) con un número mucho
menos de canales electrónicos (16+16), al precio de un análisis
de datos más sofisticado.

• El efecto de compartición de carga entre tiras vecinas en los
detectores se ha estudiado en detalle con el fin de evitar inter-
pretaciones erróneas de los espectros de masa de los telescopios.
La selección de sucesos con señal en tiras vecinas y la imposición
de una tolerancia máxima durante el emparejamiento de señales
entre ambas caras de un detector se impone para realizar esta
limpieza.

• La calibración en enerǵıa realizada con fuentes alpha naturales
(enerǵıas entre 3 y 6 MeV) resulta no ser fiable cuando se extrap-
ola a los rangos energéticos en los que encontramos las part́ıculas
dispersadas (20-40 MeV). Esto se debe tener en cuenta al estable-
cer la tolerancia de emparejamiento y al estudiar la evolución
cinemática de las part́ıculas medidas.

• La gran incertidumbre (⇠ 20%) proporcionada por el fabricante
en los detectores se ha conseguido reducir hasta ±1µm gracias al
desarrollo de simulaciones de Monte Carlo y a la disponibilidad
de dos haces (12C y 15N) que atraviesan los detectores �E de los
telescopios en el experimento IS619.

• La geometŕıa del montaje experimental se ha optimizado bus-
cando el punto de reacción que mejor reproduce una distribución
de Rutherford en las medidas para un haz determinado. La min-
imización del �2 variando la posición del punto de reacción de-
termina los ángulos y ángulos sólidos de todos los pixels de los
detectores.
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• Los haces estables de 12C y 15N, ambos a una enerǵıa de 4.37
MeV/u, son los empleados para dicha optimización en el exper-
imento IS619. Sin embargo, el único haz disponible durante el
experimento E778S fue el radioactivo de 17Ne a 8 MeV/u, lo que
limita la optimización a ángulos muy delanteros.

• Blancos de 208Pb de alta pureza (>98%) se han usado para los
dos experimentos. Para el IS619 dos blancos de distintos grosores
(1.5 y 2.1 mg/cm2) fueron utilizados. Para el E788S, sin em-
bargo, solo se empleó un blanco de grosor 1 mg/cm2.

• La presencia de 15N como contaminante en el haz de 15C en el
experimento IS619 (en una presencia de 15

C/15N⇠0.02) crea un
superposición en los canales elásticos de ambos núcleos debido
al efecto de canalización en la red cristalina de los detectores de
silicio. Este efecto ha sido cuantificado y considerado durante el
análisis.

• La resolución experimental en el experimento IS619 impide una
distinción clara entre el posible el elástico del 15C y el posible
14C procedente de su ruptura. Aunque ningún canal de reacción
es relevante en comparación con el elástico, la presencia de 14C
de ruptura no puede ser descartada, aunque en una proporción
muy pequeña. De ser aśı y habiendo integrado 14C como 15C
elástico, la sección eficaz diferencial elástica resultante estaŕıa
sobrestimada.

• La distribución angular de la sección eficaz elástica del 15C
lograda con la estad́ıstica final (⇠2% de la esperada inicialmente)
parece indicar la presencia de un patrón de interferencia, aunque
las barras de error tan grandes no consiguen descartar su ausen-
cia completamente. La posibilidad de tener cuentas procedentes
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de los canales de ruptura y/o transferencia en esta integración
hace de este un resultado cuasi-elástico, donde la interferencia en
realidad podŕıa ser debida a la contribución de los otros canales
de reacción.

• Modelos teóricos de canales acoplados proponen la ruptura y la
transferencia de un neutrón como los mecanismos de reacción
más probables para 15C en torno a la barrera. La transferencia
cobraŕıa importancia en ángulos traseros y la ruptura mostraŕıa
su máximo en torno a ⇠ 100�. Ninguno de estos canales se ob-
servan pero esto podŕıa ser debido bien a una falta de resolución
energética o bien a una escasa estad́ıstica acumulada.

• Se han llevado a cabo cálculos de modelo óptico para describir la
sección eficaz (cuasi-)elástica medida. Con un potencial nuclear
de volumen con una forma de Woods-Saxon se han reproducido
los resultados encontrados en la literatura para el núcleo de car-
bono estable y bien ligado 12C. A partir de este, variando las
profundidades del potencial se consiguen ajustar los resultados
del 15C satisfactoriamente.

• La dispersión de 17Ne conduce a resultados experimentales claros
y directos, donde la sección eficaz elástica se caracteriza por la
completa supresión de la interferencia Coulomb-nuclear. Frag-
mentos de carga Z=6-9 se encuentran en una proporción rele-
vante, siendo la Z=8 (15O) el canal dominante, el cual mues-
tra dos componentes bien diferenciadas en su curva cinemática,
probablemente debido a dos mecanismos de producción distin-
tos (como la ruptura directa y la transferencia de dos protones
al blanco, poblando estados excitados del 210Po).

• La absorción encontrada en la dispersión en torno a la barrera
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de los isótopos estables del neón 22Ne y 20Ne se ha recreado con
un potencial de superficie en el contexto de también un modelo
óptico, simulando los efectos de la polarizabilidad Coulombiana.
Este potencial necesita profundidades pequeñas y difusividades
altas. Los patrones de interferencia se ajustan principalmente
mediante las profundidades del potencial de volumen.

• Por el momento la publicación de estos resultados aguarda el
desarrollo de cálculos más sofisticados de canales acoplados.

El estudio de reacciones nucleares inducidas por núcleos halo a enerǵıas
en torno a la barrera de Coulomb ha mostrado ser una potente her-
ramienta para entender el comportamiento dinámico de dichos núcleos.
Tras el trabajo mostrado en esta tesis, parece claro que todav́ıa es una
ĺınea de investigación que está llevando a nuevos e interesantes des-
cubrimientos. No solo el progreso que supone en el conocimiento de
nuestro universo sino también los avances tecnológicos que conlleva
hacen que el futuro de la investigación básica en f́ısica nuclear sea
prometedor.
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Outlook

Despite having shed light on 15C and 17Ne structure through the
study of their near-barrier scattering process, some questions remain
still open about these exotic nuclear systems. In this section, a pos-
sible continuation of this research is presented, where the proposed
experiments and upgrades are based on the results of this work.

The measurement of the 15C scattering on 208Pb at a near-barrier
energy needs to be repeated with a higher beam intensity to get
more conclusive evidences of its structure. An order of magnitude
higher in the production of 15C is still being claimed by the ISOLDE
facility, so hopefully this new experiment will not have to wait long.
The use of another stripping foil will help to increase the abundance
ratio 15C/15N in the beam and, hence, reduce the importance of the
channeling overlap between the elastic channels of 15N and 15C in the
mass spectra. This possibility existed but it was not considered due to
the extremely low 15C intensity, which would be even further reduced
with this extra stripper. Furthermore, with a total beam energy 5
MeV higher, being then slightly above the Coulomb barrier, reaction
channels other than elastic are expected to take more importance and
be easily observed.

A new compact vacuum chamber has already been designed and built
to arrange the GLORIA detector inside, drastically reducing the
pumping time needed in case it is necessary to open during the beam
time. Inside, detectors can be placed 2 cm closer to the reaction
target (from 6 cm to 4 cm), improving the solid angle coverage in
such region by a factor (6/4)2 = 2.25 at the cost of worsening the
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granularity to ⇠ 4�, which is not so crucial. Since the straggling
in 208Pb is the main responsible of the experimental resolution, a
thinner 1 mg/cm2 target will allow for a clearer particle identification,
but this lower density of scattering centers needs to be compensated
with a high enough beam intensity. Monte Carlo simulations have
already been done considering the new beam energy, target thickness
and position of the side telescopes. Since the simulation does not
take into account channeling e↵ects and the achievable 15C/15N ratio
is not known yet, equally abundant carbon and nitrogen have been
supposed. The expected mass spectra and kinematic curve for the
elastic channel of both nuclei (assuming Rutherford cross section)
are shown in Fig. 9.1. The larger beam energy will make 15N to
punch through �E detectors in a wider angular range. With the
side telescopes closer to the target and due to the divergence of the
outgoing particles, the two most extreme strips on each side will need
to be removed for the identification by coincidences between �E- and
E- detectors. Their global mass spectra are a slightly wider because
of the larger angular coverage, but a pixel by pixel or strip by strip
analysis can always be performed. The use of silicon pads instead of
DSSD as E-detectors will ease the electronic setup and will avoid the
presence of dead strips in such stage of the telescopes.

In longer term and regarding the uncertainty in the theoretical
calculations, it would be interesting to measure, on the same target
and at the same energy, the scattering of 14C, which would be the
core of the 15C halo system. This will make it possible to accurately
obtain the parameters for the potential of the core-target interaction
and, then, the di↵erence with the 15C cross section will exclusively be
due to the e↵ects of the neutron halo.
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Figure 9.1: To the left: mass spectra of the six telescopes of the
modified GLORIA detector for elastic 15N and 15C at ELAB = 70
MeV on a 1 mg/cm2 208Pb target. To the right: observed kinematic
curve adding these telescopes.

On the other hand, the valence protons of 17Ne are expected to
occupy, in the ground state, a combination of 2s1/2 and 1d5/2 orbitals
in a proportion yet unknown that has been ranged in an interval
from 15% to 100% [70]. The reaction on 208Pb analyzed in this
thesis has concluded a strong two-proton transfer channel to the
target, so it turned out to be mainly sensitive to the diproton
component of the wave function. The still lack of consensus about the
spectroscopic factors (SFs) could be solved by measuring the reaction
12C(17Ne,16F)13C at ELAB = 7.06 MeV/u in inverse kinematics.
Preliminary DWBA calculations (see Fig. 9.2) predict a strong cross
section for the stripping to 16F, already observed in this work, so
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its decay from the three low-lying states will allow for a kinematical
reconstruction of the proton angular distribution. Because of angular
momentum conservation, if 17Ne ground state has a pure 2s1/2
configuration, the proton stripping can only populate the pair of
states 0� (g.s.) and 1� in 16F. The same holds for the pair 2� and 3�

in the case of a pure 1d5/2 configuration. In case of a mixture, the
reproduction of the experimental angular distribution will unequiv-
ocally determine the strength of the SFs for 17Ne ground state orbitals.

Figure 9.2: To the left: DWBA calculations for the 17Ne stripping to
15O (red), to 16F ground state (black) and to 16F first excited state
(blue) at ELAB = 7.06 MeV. To the right: same cross section assuming
a pure 2s1/2 (black), pure 1d5/2 (blue) and a 50% mixture (red).
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[16] G. Marqúınez-Durán. Near barrier scattering of 8He from heavy
targets. PhD thesis, University of Huelva, 2016.
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[41] G. Marqúınez-Durán et al. GLORIA: A compact detector system
for studying heavy ion reactions using radioactive beams. Nuclear
Instruments and Methods in Physics Research A, 755:69–77, 2014.

[42] O. Tengblad et al. Novel thin window design for a large-area sil-
icon strip detector. Nuclear Instruments and Methods in Physics
Research A, 525:458–464, 2004.
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